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Abstract

We propose a novel approach to optimizing the sensitivity of a single coil sensor based

on a theoretical model derived from electromagnetic theory. The thorax is subject to

variations in conductivity due to respiratory and cardiac activities and our electro-

magnetic sensor is designed to measure these changes. We derive a theoretical model

for changes in impedance of a current carrying coil caused by a volume conductor

located axially above the coil. We model the effect that changes to coil impedance

have on the frequency of oscillating circuits and we design two circuits that will op-

timize this effect. We test our theoretical model by using conductive phantoms to

measure frequency changes in our sensor. Finally, we test our sensor’s ability to de-

tect changes in lung volume through in vivo trials with six participants performing

breathing manoeuvers.
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Chapter 1

Introduction

Many non-invasive sensors have been developed for respiratory monitoring but the

most reliable among these are techniques that suffer from undesirable restrictions

to the patient such as bands or electrodes attached to the chest, or face masks and

sensors attached near oral cavities. Reliable methods of noncontact respiratory mon-

itoring are needed for applications such as sleep and apnea monitoring. Apnea is the

temporary cessation of breathing and sleep apnea is a prevalent condition that has

been associated with various detrimental effects.

Electromagnetic sensors provide a noncontact method of measuring changes in

conductivity associated with respiratory and cardiac activity but they suffer from

low signal strength and are highly subjective to noise. Various electromagnetic sensor

designs have been developed for numerous biomedical applications. However, due to

the complex nature of the electromagnetic interactions and the unknown geometries

of conductive objects, the sensor behaviours are not fully understood in terms of what

their signals are actually measuring. The electromagnetic models developed for these

sensors have not been exploited to optimize sensor design.

This thesis investigates the sensitivity of a single coil electromagnetic sensor for
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noncontact monitoring of breathing. The coil of the sensor is meant to be placed

under the lungs of a participant in the supine position in order to detect changes in

conductivity of the thorax and correlate these to lung volume changes. The primary

applications of this sensor are for sleep and apnea monitoring.

1.1 Objective

The goals of this thesis are to:

• Develop a theoretical model of coil sensitivity to nearby conductivity changes

• Develop a model of oscillator circuit sensitivity from which optimal component

values may be selected

• Design and interpret the electrical circuits used as oscillators

• Conduct phantom tests to evaluate the sensitivity of the sensor and validate

the theoretical model

• Conduct in vivo tests to measure lung volume changes with the sensor and to

compare these to the theoretical model

1.2 Summary of Contents

Chapter 2 reviews the background information of relevant research in the field of

respiratory monitoring with particular emphasis on non-invasive techniques used for

sleep and apnea monitoring. Other electromagnetic sensors are described. Chapter

3 presents our theoretical model. Some basic electromagnetic principles are reviewed

and the governing equation of the theoretical model is derived using electromagnetic
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theory. The implementation steps are discussed and some results of the theoretical

model are given. Chapter 4 details the electronic designs for our sensor. Several

sensor designs were investigated and two designs were chosen. The two circuits are

analyzed and an approach to maximize the sensitivity of the sensors is presented.

The final component selections are included. Chapter 5 describes all the phantom

and in vivo experiments that were conducted with our sensors. The experimental

setup, theoretical predictions, measured results, and discussion are provided for all

the trials. A statistical analysis of the in vivo results is also included. Chapter

6 discusses our theoretical and experimental results, summarizes our contributions,

and provides suggestions for future research.



Chapter 2

Background Information

There are many pulmonary tests needed to examine lung function or screen for or

diagnose various lung conditions. Imaging techniques, including various forms of

X-Ray and Magnetic Resonance Imaging, are primarily used for visualizing anatom-

ical structures or physiological responses. Other tests, such as Pulmonary Function

Tests, body plethysmography, or nitrogen washout, are mainly concerned with mea-

suring lung capabilities like the total lung capacity or the gas transfer. Respiratory

monitoring techniques are used for various clinical situations such as monitoring pa-

tients during and after sedation, monitoring patients with trauma or severe infections,

monitoring premature infants, and monitoring for infant and adult apnea [7]. This

chapter will review the current methods of respiratory monitoring, and particularly

those aimed at sleep and apnea monitoring.

2.1 Sleep Apnea

Sleep apnea is the cessation of breathing or inadequate breathing during sleep. Adult

sleep apnea is a widespread condition that decreases sleep quality and it has been
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linked with systemic hypertension, cardiovascular disease, stroke, and abnormal glu-

cose metabolism [23]. Apnea in infants is associated with Sudden Infant Death Syn-

drome [30]. There is significant interest in monitoring breathing during sleep to detect

and measure sleep apnea. Sleep monitoring and apnea sensing requires a method of

supervising a patient without interfering with their natural state. In other words, an

ideal sensor for these applications would be non-invasive, minimally restrictive, robust

enough to compensate for patient movement, and would function without relying on

patient cooperation. It is also desirable to make the system simple to set up and as

autonomous as possible in terms of data interpretation.

2.2 Methods of Respiratory Monitoring

Common non-invasive techniques of respiratory monitoring are respiratory inductance

plethysmography, impedance plethysmography, photoplethysmography, and flow sen-

sors such as nasal thermistor. These techniques have been proven to be effective

and are often used to compare the performance of new respiratory monitoring de-

vices. Respiratory inductance plethysmography is accomplished by wrapping elastic

bands embedded with wires around the the abdomen and the rib cage and measuring

the self inductance of the bands to estimate the cross-sectional area of the thorax

[4]. Impedance plethysmography involves sending low current, high frequency signals

across two or more electrodes on the thorax in order to measure the transthoracic

impedance[4]. With photoplethysmography, a fiber-optic sensor, which detects blood

volume changes by infrared scattering and absorption properties, is attached to the

finger and the respiratory signal is extracted [3]. Airflow sensors, such as pneumo-

tachs, are usually attached near the patient’s airway using a mouthpiece or face mask.

Nasal thermistors utilize the temperature difference between inspired and expired air,
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while other sensors take advantage of changes in CO2, humidity, or sounds to measure

airflow [7].

The main shortcomings of all these techniques is that they demand at least a

minimal amount of patient cooperation and they require some form of contact with

the patient, which poses undesirable restrictions. Each method has other drawbacks

as well. A good review of the advantages and disadvantages of these and other

techniques is given by Folke et al [7].

2.3 Methods of Noncontact Respiratory Monitor-

ing

A promising noncontact respiratory monitoring technique involves the use of pressure

sensors in a mattress to measure the respiratory rate, heart rate, and movement

[28][15]. These systems typically have one or more sensors arrayed in a mat placed

above or below the mattress. They have the advantage of not restricting the patient

in any way, but measurements of respiratory and heart rates are affected by patient

movement [15].

There are various other non-invasive respiratory monitoring techniques that have

been studied include using a ceiling-attached microwave antenna to monitor respi-

ratory signs [32], using a ultrasonic sensor to monitor for sleep apnea [20], using

thermal infrared imaging to monitor breathing by detecting CO2 emissions [6], using

a charge-coupled device camera to visually monitor respiratory patterns in real-time

[21].
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2.4 Respiratory Monitoring by Magnetic Induc-

tion

Noncontact sensors based on magnetic induction have also been made for respiratory

monitoring. Often referred to as electromagnetic sensors or eddy current sensors, they

can provide unobtrusive monitoring of lung activity and are therefore good potential

candidates for sleep and apnea monitoring.

Electromagnetic sensors use an inductive coil that carries a time varying current to

produce a changing magnetic field. Conductive materials subjected to this dynamic

magnetic field experience eddy currents to counteract the changes in flux. This effect

can be detected in a receiving coil and the resulting measurement is a function of

the conductivity of the material. Compared to conventional biomedical techniques of

measuring conductivity, electromagnetic sensors have the advantage of not requiring

electrodes and the signal is also unattenuated by bone and skin. On the other hand,

since magnetic fields dissipate with the square of distance, electromagnetic sensors

are limited in their range.

The more well-known uses of electromagnetic sensors that rely on eddy currents

are for positioning or proximity measurement, and for non-destructive testing of con-

ductive materials [25]. These applications involve very conductive targets and the

sensors can be optimized to provide very precise measurements.

The activities of the heart and lungs cause small conductivity changes within the

body that can be detected by an electromagnetic sensor. One of the early biomed-

ical magnetic induction sensors, developed by Tarjan and McFee was for measuring

conductivity of the head and torso [31]. It used a crystal oscillator to drive an ex-

citation coil and receiving coils, mounted coaxially to the excitation coil, measured

the induced signal like a gradiometer. The resistivity of the torso was measured by
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assuming homogeneous conductivity and calibrating the sensor with saline phantoms.

They tested the sensor’s capabilities with in vivo measurements of the head resistivity

and changes in torso conductivity. The sensor measured minimal changes in conduc-

tivity in the head, but variations in the measurements of torso conductivity correlated

to breathing and heart activity.

A sensor was developed by Hart et al using a single coil for excitation and detection

to measure changes in the brain conductivity for monitoring the progress of brain

edema [14]. For edema propagating from a point of trauma to the skull, they proposed

placing the coil flat against the head at the trauma site, whereas they proposed

surrounding the head with a coil like a headband for brain edema caused by brain

stem injury. They derived a theoretical impedance change model and compared this

to in vitro impedance measurements made directly using an LCR meter and indirectly

with a Colpitts oscillator. In vitro experiments for applications of measuring brain

impedance were also conducted by Netz et al using an electromagnetic sensor with a

coil configuration akin to that of Tarjan and McFee, but with very small diameter

coils [22]. This sensor was mounted to a scanning system with the ultimate goal of

being able to scan the whole brain for local changes in conductance indicative of brain

edema. It has also been suggested that lung conductivities could be measured with

electromagnetic sensors to test for pulmonary edema [12].

Coil sensors have more recently been designed for magnetic induction tomography

which could be used for brain imaging and respiratory and cardiac activities. Vari-

ous coil arrangements have been investigated such as an excitation and one or more

receiving coils mounted axially [18][26][33], or an excitation and receiving coils per-

pendicular to each other [34][16]. Placing the excitation and receiving coils at right

angles eliminates any signal from the primary field whereas the other configurations

rely on more complex primary field compensation techniques. Multiple sensors are
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arranged in planar arrays or scanning systems to image the distribution of conduc-

tivity.

While Hart et al applied their single coil sensor to measuring brain conductivity,

other sensors that use only one coil to acts as both the transmitter and receiver have

focused on monitoring respiratory and cardiac vital signs. Guardo et al built a sensor

to measure cardiac related conductivity changes and tested it in vivo with simultane-

ous electrocardiogram (ECG) recordings [13]. Their oscillator was fed through an RF

voltmeter and they measured the change in amplitude of the signal caused by eddy

current losses. They also assessed the impedance range of their sensor in vitro. Their

sensor showed good correlation with ECG recordings, but they noted that the sensor

was very susceptible to positional changes. They concluded that estimates of blood

volume changes in the heart would require estimates of heart location and size.

A related study by Guardo et al assessed the feasibility of monitory heart rate

and stroke volume [12]. The sensor was altered with a feedback loop that maintained

a constant oscillator amplitude so as to improve the linearity of the sensor. The

constant amplitude of the oscillator was controlled by a voltage source which meant

that the output of the source was proportional to the conductivity of the body. They

related the power dissipated in a conductive sphere to an equivalent resistance in par-

allel with the coil and derived an equivalent conductance loss. They also proposed a

torso model which consisted of nested spheres, all located axially with the coil. They

simulated respiratory and cardiac activity using their torso model and analyzed how

sensor output would be affected by various parameter changes. They also performed

in vivo trials with this sensor and compared and compared ECG signals to their elec-

tromagnetic signal. Once again, they concluded that the heart location would need

to be known in order to calculate stroke volume, but they suggested that information

about heart location, size, and conductivity could possibly be assessed using arrays
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of electromagnetic sensors.

Richer and Adler designed a single coil sensor embedded in a foam mattress [24].

They conducted in vivo trials with the sensor positioned under the lungs to measured

respiratory activities. The oscillator was fed through a frequency counter and air flow

was measured simultaneously with a pneumotach to follow lung volume changes. The

sensor output corresponded well to the pneumotachograph, but frequency changes of

the sensor were very small. The sensor also suffered from large motion artifacts.

Most recently, Steffen et al used a single coil sensor to monitor the isolated heart

activity during breath holds as well as monitoring the combined lung and heart activ-

ity in vivo [29]. They compared using the electromagnetic sensor results they obtained

using a capacitive ECG technique. For their electromagnetic analysis they modeled

the heart as a disc with a homogeneous induced magnetic field distribution and calcu-

lated the induced impedance change in the coil. They used an LC oscillator and the

effect of conductivity changes was seen as a frequency shift of their oscillator. They

developed an algorithm to cancel the lung activity in order to extract heart signals

from their measurements taken during regular breathing. Simultaneous recordings of

air flow and pulse plethysmography were compared to the electromagnetic results.

2.5 Summary

There are many methods of respiratory monitoring, but the standard techniques that

are currently used pose restrictions on the patient. Noncontact sensors are ideal for

sleep and apnea monitoring applications in order to observe patients in their natural

state. Various electromagnetic sensors have been designed to address this need as

well as for other biomedical applications of conductivity measurements.

The electromagnetic sensors for biomedical applications have varied in their coil
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setup and electronic designs. There have been different approaches to theoretically

model the behaviour of these sensors. This arises in part because eddy currents

are very difficult to calculate directly. Additionally, position and sizes of organs are

not constant from one individual to another, and organs have complex shapes and

conductivities. There is a lack of validation of the theoretical models developed for

these sensors. Furthermore, sensor designs are generally ad-hoc and not based on

the electromagnetic models. Eddy current signals are small compared to the driving

signals so the changes in frequency measured are relatively small. An approach is

therefore needed to optimize the sensitivity of such a sensor.



Chapter 3

Theoretical Model

This chapter presents the theoretical model for the coil sensor. As a person breathes,

both the shape and conductivity of the lungs change. We model breathing as a ho-

mogeneous change in conductivity over an effected volume. To simplify our analysis,

we take the body to be a constant arbitrary shape that contributes a constant back-

ground conductivity which we can therefore ignore. We represent the lung as a sphere

of conductive material centred above the axis of a single circular coil. Alternate mod-

els that could have been used include a conductive cylinder or conductive half space

but we chose a sphere as it seemed like the closest anatomical equivalent. The volume

of our sphere is set to correspond to the change in volume of the lung.

The electromagnetic analysis follows the same approach as Hart et al [14] but for

the geometry of a sphere. The sensitivity of the coil can then be calculated in terms

of the change in oscillator frequency caused by the conductive material as seen in

Fig. 3.1. We assume that the permeability remains constant at its free space value

and the change in permittivity is a secondary effect, so we concentrate on the primary

effect of a change in conductivity of our material. This chapter consists of a review

of the pertinent electromagnetic theory, a step by step derivation of the theoretical
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Figure 3.1: We model breathing as a change in conductivity over a spherical volume
and ignore the rest of the body. The conductivity change results in a change in
impedance that alters the oscillator frequency.

model, a description of how the model is implemented, and the results given by the

model.

3.1 Review of Electrodynamics

Recall that a current carrying wire produces a magnetic field which circles around the

wire according to the right hand rule with a field strength that is inversely propor-

tional to the radius of the circle. Given a current carrying loop of wire, the magnetic

field can be calculated by summing the contributions to the field from each segment of

the loop using the Biot-Savart law. If the wire is charged with an alternating current,

this magnetic field will not be constant. A changing magnetic field will produce an

electric field according to Faraday’s law. For the geometrical case of a loop of wire

carrying an alternating current, the electric field will not be constant. If a conduc-

tor is present in this field, eddy currents will be produced within the conductor to

compensate for the changes in the electromagnetic field. The current density of the

electric field at any given point can be calculated with Ohm’s law and the induced

eddy current can be calculated by integrating the current density of the field over the

area of interest. Each ring of eddy current can be calculated in this manner. This
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brings us back to the original case of a current carrying wire, except that now we have

many circular currents that will each provide contributions to a magnetic field. The

total magnetic field induced back at the loop of wire can be calculated by summing

all the contributions from each of the eddy current loops using the Biot-Savart law

once again. Changing the magnetic field inside a loop of wire alters the flux of the

loop. This produces an electromagnetic force to counteract the change in flux and

this can be seen as either a change in inductance or an effective change in impedance

of the coil.

3.2 Theoretical Model

Figure 3.2: Coil carrying current I centred on x-y axis with a conductive sphere above
it

The theoretical model is derived from quasistatic electromagnetic theory. The
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magnetic field from a coil of N turns, carrying a steady current I centred on the x-y

axis as seen in Fig. 3.2 can be described by the Biot-Savart law:

B =
µ0NI

4π

∫
dl× r̂

r2
, (3.1)

where µ0 = 4π × 10−7 (N/A2) is the permeability of free space.

We note that r̂ = r
|r| and r2 =| r |2. If the coil has radius R, then the magnetic

field at a height z above the coil and at a radius s from the z axis can be solved by

making the following substitutions:

dl = −Rdφ sinφx̂ +Rdφ cosφŷ (3.2)

r = (s cos θ −R cosφ)x̂ + (s sin θ −R sinφ)ŷ + zẑ (3.3)

| r | = (s2 +R2 − 2sR cos(θ − φ) + z2)
1
2 . (3.4)

The magnetic field is then given as:

B(s, z, t) =
µ0NI

4π

∫ 2π

0

Rz cosφdφx̂ +Rz sinφdφŷ + (R2 −Rs cos(θ − φ))dφẑ

(s2 +R2 − 2sR cos(θ − φ) + z2)
3
2

.

(3.5)

The magnetic field expressed in cylindrical coordinates is then:

B(s, z, t) =
µ0NIR

4π

∫ 2π

0

z dφ ŝ + (R− s cosφ) dφ ẑ

(s2 +R2 + z2 − 2sR cosφ)
3
2

, (3.6)

where we have noted that θ is constant and can therefore be dropped. In cylindri-

cal coordinates, ŝ is radial, φ̂ is the angular, and ẑ is equivalent to ẑ in Cartesian

coordinates.

Since the radial component of the magnetic field will not contribute to any change

in flux in the coil, we are only concerned with the ẑ component which we call Bz(s, z, t)
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and we define:

Bz(s, z,N,R) =
µ0NR

4π

∫ 2π

0

(R− s cosφ) dφ

(s2 +R2 + z2 − 2sR cosφ)
3
2

, (3.7)

where we define Bz(s, z, t) = IBz(s, z,N,R). The current and Bz(s, z, t) have time

dependence, but Bz(s, z,N,R) is independent of time. The solution to Bz(s, z,N,R)

takes the form of elliptic integrals of the first and second kind.

The electric field at the loop of radius s and height z can then be calculated from

the flux Φ through the surface of the loop using the integral form of Faraday’s Law:

∮
E · dl = −dΦ

dt
(3.8)

= −
∫
dB

dt
· da , (3.9)

and the electric field at a point with radius s and height z is then:

E(ρ, z, t) = − 1

2πρ

dI

dt

∫ ρ

0

∫ 2π

0

sBz(s, z,N,R) dφdsφ̂ (3.10)

= −1

ρ

dI

dt

∫ ρ

0

sBz(s, z,N,R) ds φ̂ . (3.11)

We apply Ohm’s Law to find the current density at this point:

J(ρ, z, t) = (σ + jωε)E(ρ, z, t) (3.12)

= −(σ + jωε)

ρ

dI

dt

∫ ρ

0

sBz(s, z,N,R) ds φ̂ , (3.13)

where σ is the conductivity and ε is the permittivity. The permittivity of free space

is ε0 = 8.85× 10−12 C2

Nm2 . This calculation uses the assumption that the material has

isotropic and homogeneous conductivity and permittivity so that E ‖ J.
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Figure 3.3: The sphere is divided into many current carrying loops

The induced eddy current through a surface is then found by integrating the

current density over the area of interest I =
∫

J·da. We want to model our conductive

material as a sphere and do this by breaking the sphere into very thin disks, which are

parallel to the coil, and summing the contributions from each of the disks. Each of

those conductive disks, in turn, can be modeled as concentric eddy current carrying

loops which we sum over the radius of the disk as seen in Fig. 3.3. We describe an

element of eddy current within the sphere in differential form:

dI(ρ, z, t) = −(σ + jωε)
dI

dt
dz
dρ

ρ

∫ ρ

0

sBz(s, z,N,R) ds φ̂ . (3.14)

We now project backwards and calculate the magnetic field induced at the plane

of the coil by each element of eddy current. Once again, we only care about the

component in the axial direction. The ẑ component of the induced magnetic field in

the x-y plane at a radius s′ is then:

Bz(s
′, z, t) =

∫
dI(ρ, z, t)Bz(s

′, z, 1, ρ) (3.15)

= −(σ + jωε)
dI

dt

∫ z2

z1

∫ rz

0

∫ ρ

0

s

ρ
Bz(s, z,N,R)Bz(s

′, z, 1, ρ) dsdρdz ,

(3.16)
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where Bz(s
′, z, 1, ρ) is our original Bz(s, z,N,R) expression from Eqn. 3.7 is used with

the following substitutions: R = ρ, s = s′ and N = 1.

We define the radial limit of each disk as:

rz =
√
r2

0 − (z0 − z)2 , (3.17)

where z0 is the height of the centre of the sphere above the coil and r0 is the radius

of the sphere, and we sum the contributions from each disk by integrating over the

bounds:

z1 = z0 − r0 (3.18)

z2 = z0 + r0 . (3.19)

If we were to look at the less geometrically complex case of a cylinder, the radial

limit and the bounds would be constants; the radial limit would simply be the radius

of the cylinder, the lower bound would be the height of the base of the cylinder, and

the upper bound would be the height of the top of the cylinder.

Returning to the case of a conductive sphere broken into disks, the magnetic field

induced at the coil causes a change in the magnetic flux inside a loop of the coil given

by:

Φ =

∫
Bz(s

′, z, t) · da (3.20)

=

∫ R

0

∫ 2π

0

s′Bz(s
′, z, t)dφds′ (3.21)

= −2π(σ + jωε)
dI

dt

∫ R

0

∫ z2

z1

∫ rz

0

∫ ρ

0

ss′

ρ
Bz(s, z,N,R)Bz(s

′, z, 1, ρ) dsdρdzds′ ẑ ,

(3.22)
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where we recall R is the radius of the coil. The change in flux manifests as an

electromotive force (EMF) proportional to the number of loops in the current carrying

coil:

ε = −N dΦ

dt
(3.23)

= 2πN(σ + jωε)
d2I

dt2

∫ R

0

∫ z2

z1

∫ rz

0

∫ ρ

0

ss′

ρ
Bz(s, z,N,R)Bz(s

′, z, 1, ρ)dsdρdzds′ φ̂ .

(3.24)

We assume that the current is sinusoidal and given by I = Aejωt. As such, the

second derivative of current is −ω2I so our EMF expression simplifies to:

ε = −2πω2NI(σ + jωε)

∫ R

0

∫ z2

z1

∫ rz

0

∫ ρ

0

ss′

ρ
Bz(s, z,N,R)Bz(s

′, z, 1, ρ)dsdρdzds′ φ̂ .

(3.25)

The change in the inductance of the coil is:

L =
NΦ

I
(3.26)

= − ε

jωI
. (3.27)

Alternatively, the EMF can be seen by the coil as an effective series impedance:

Z = −ε
I

(3.28)

= 2πω2N(σ + jωε)

∫ R

0

∫ z2

z1

∫ rz

0

∫ ρ

0

ss′

ρ
Bz(s, z,N,R)Bz(s

′, z, 1, ρ)dsdρdzds′ φ̂ .

(3.29)

Eqn. 3.29 gives the effective series impedance that will result from sphere of a certain

conductivity centred above the axis of the coil. We are interested in the change in
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impedance caused by a change in conductivity within that sphere. We calculate that

the change in conductivity we expect from an inflated versus deflated lung is more

than ten times the change caused by the change in permittivity. This calculation was

based on numbers obtained from an on-line resource [2] for dielectric properties of

tissues that calculates values using the parametric model and results of [8][9][10][11].

Since there is a relatively small change due to permittivity differences, we concentrate

on the primary effect caused by the change in conductivity and conclude that the

effective series impedance has the following relationship:

∆Z ∝ ω2N2∆σFcoil(R) (3.30)

where ω is the angular frequency of the oscillator, N is the number of loops in the

coil, ∆σ is the change in the conductivity, and Fcoil(R) is some non-linear function of

the coil radius R. The impedance is proportional to the square of the number of loops

N because there is an additional factor of N in the formula for Bz(s, z,N,R) from

Eqn. 3.7. The number of loops influences the inductance of the coil which affects the

frequency of the oscillator.

We calculate the theoretically induced impedance for different coil radii and scale

the results to be independent of the frequency, number of turns, and conductivity.

Fig. 3.4 shows the output where we have taken the conductive sphere to be 2.5 L and

the distance from the coil to the centre of the sphere to be 10 cm.

3.3 Implementation of Theoretical Model

In order to solve Eqn. 3.29 it is necessary to integrate numerically. This was solved

using Matlab by first integrating Eqn. 3.7 for Bz(s, z,N,R) symbolically and then
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Figure 3.4: The relationship between the scaled theoretical impedance factor and the
coil radius R

performing the rest of the integration numerically using adaptive Simpson quadrature

by nesting functions as follows:

Impedance = −ω2N · Flux

F lux =

∫ R

0

∫ 2π

0

s′ ·BInduced(s
′)dφds′

BInduced(s
′) =

∫ z2

z1

∫ rz

0

B(s′, z, ρ, 1) · J(ρ, z)dρdz

J(ρ, z) = (σ + jωε) · EInduced(ρ, z)

EInduced(ρ, z) = − 1

2πρ

∫ ρ

0

∫ 2π

0

s ·B(s, z, R,N)dφds

B(s, z, R,N) = Bz(s, z,N,R) in elliptic integral form

In the implementation of this algorithm, we divide the double integral of the flux into

a nested function as well. The Matlab code for the model is included in Appendix A.
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To simplify the phantom trials, we used a cylindrical phantom, so a cylindrical

conductor model was used to compare the theoretical predictions to the measured

results. The cylindrical conductor model had different radial limits and bounds as

discussed in the derivation, but otherwise it followed the same approach as the spher-

ical model. The spherical conductor model was used for the in vivo trials. For the in

vivo experiments, we can model breathing by modeling the lung as a sphere, which

expands on inspiration. We say that the difference in conductivity of a deflated versus

inflated lung is ∆σ = σd − σi = 0.21 S/m at the average operating frequencies of our

in vivo trials whereas ω∆ε = 0.0176 and 0.0171. These calculations were made based

on numbers obtained from an on-line resource [2] for dielectric properties of tissues

that calculates values using the parametric model and results of [8][9][10][11].

The radius of the sphere is given by,

r0 =
3

√
3V

4000π
(3.31)

where V is the volume of inspired air of one lung in litres. We estimate a total

lung capacity breathing manoeuver to be 2.5 litres for one lung, which corresponds

to a radius r0 = 0.0842 m. The second breathing manoeuver in our in vivo trials

consists of breathing in one litre of air (500 mL per lung), which corresponds to

a spherical conductor radius of r0 = 0.0492 m for one lung. The final breathing

manoeuver involves breathing 400 mL of air (200 mL per lung), which corresponds

to r0 = 0.0363 m per lung. We estimate that the thorax is 20 to 24 cm thick and

estimate from this that the sphere is centred about 10 cm above the coil.

Table 3.1 gives the theoretical change in impedance we predict for the in vivo trials

as a function of oscillator frequency f and the number of turns in the coil N . We

use the sphere radii for breathing volumes and the distance between coil and centre
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R=3.7 cm R=4 cm R=4.6 cm
TLC 3.26 · 10−17f 2N2 3.89 · 10−17f 2N2 5.24 · 10−17f 2N2

1 Litre 1.95 · 10−18f 2N2 2.42 · 10−18f 2N2 3.53 · 10−18f 2N2

400 mL 5.09 · 10−19f 2N2 6.41 · 10−19f 2N2 9.59 · 10−19f 2N2

Table 3.1: The theoretical change in impedance ∆Z that our model predicts for three
breathing volumes using three different coil radii R. Results are given in terms of
oscillator frequency fand the number of turns N of the coil

of lung as listed above. We use the change in conductivity between a deflated and

inflated lung ∆σ = 0.21 S/m for all three volume cases. We make the calculations

for three coil radii which are chosen based on the cylinder molds that we have for

constructing coils.

3.4 Summary

This chapter explored the theoretical effect of a conductive object placed near a

current carrying coil and we established a model based on this effect. A model of the

change in impedance was derived as a function of coil and object geometries. Based

on this effect, we derived a proportionality formula that can be used to optimize

sensor components. Finally, we outlined the approach for implementing our model

and provided theoretical predictions of sensor behaviour.



Chapter 4

Electronic Design

Figure 4.1: Block diagram of the basic functionality of the oscillator

The electromagnetic coil sensor requires circuitry whereby the output is changed

by changing an inductive component. When the coil is exposed to a change in con-

ductivity in its surroundings, an effective series impedance ∆Z is added and this

changes the oscillating frequency as seen in Fig. 4.1. Several fields in engineering

require accurate measurements of frequency. For example, very small changes in the

resonance frequency of the system can be used for contactless mapping of a surface

in the atomic force microscopy field [1]. We examined LC Colpitts oscillators and

a CMOS oscillator as potential circuits. After testing several circuit designs, one of
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each type of oscillator was chosen for the experiments. The circuit components were

then selected to maximize the output of the sensor. This chapter presents the circuits

that were investigated and the component selection process.

4.1 Review of Oscillators

Oscillators are an essential tool in electronics as they are needed for signal generation

and timing mechanisms. The basic requirements for an oscillator are a power source,

frequency determining components, amplification, and positive feedback [19]. For

our electromagnetic sensor application, an inductor must be part of the frequency

determining components.

Figure 4.2: Block diagrams for a harmonic oscillator and a relaxation oscillator

The first type of oscillator circuit investigated for the electromagnetic coil sensor

was a Colpitts oscillator. A Colpitts oscillator is an LC harmonic oscillator and it

produces sine wave signals. Harmonic oscillators amplify a signal, feed it through a

filter, and feed it back through the amplifier. The second type of oscillator examined

was a relaxation oscillator which produced a square wave signal. A relaxation oscil-

lator relies on a threshold device such as a multivibrator or astable latch to switch

rapidly between two states and a time delay element to control the frequency. Fig. 4.2

shows the basic components of a harmonic oscillator and a relaxation oscillator. The
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relaxation oscillator circuit that was used was inspired by a design that employed a

series of CMOS inverters connected via an RC network [5]. In this case, the inverters

were the threshold devices and the RC network provided the time delay. This circuit

was altered so that an inductor was used rather than a capacitor for the delay.

4.2 Colpitts Oscillator

Three different Colpitts designs were built and tested, each using a different compo-

nent as the active element.

Figure 4.3: A Colpitts oscillator with a bipolar junction transistor (using L = 65 µH,
C1 = C2 = 100 pF, C3 = C4 = 10 nF, R1 = 10 kΩ, R2 = 5 kΩ, R3 = 150 Ω, and
Choke=33 µH, f was 2.8 MHz)

Fig. 4.3 shows the first design from [27], which was implemented with a 2N3904

bipolar junction transistor. The second design, shown in Fig. 4.4, used an LM 6181

current feedback operational amplifier (op-amp). This design was obtained from an
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Figure 4.4: A Colpitts oscillator with a current feedback operational amplifier (using
1N4148 diodes, L = 108µH, C1 = C2 = 10pF , C3 = C4 = C5 = 100nF , R1 = 330Ω,
R2 = 100Ω, R3 = 1kΩ, and R4 = R5 = 50Ω, f was 4.1 MHz)

Figure 4.5: A Colpitts oscillator with a general purpose operational amplifier
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EDN publication [17]. Finally, a basic design that utilized a general purpose op-amp

was tried [19]. This circuit, shown in Fig. 4.5, was realized with an LM318 op-amp.

Figure 4.6: The Colpitts oscillator circuit design that was chosen

The general purpose op-amp design was chosen over the first two because it demon-

strated the best consistency: it output the cleanest wave shape, and its simplicity

made it easy to implement. The original circuit was changed slightly to the final

version, shown in Fig. 4.6. The non-inverting input of the op-amp is fed into a resis-

tor and capacitor network so that a single power supply could be used. The 1N4148

diodes were added across the inductor as limiters in order to provide amplitude sta-

bilization of the signal.

4.2.1 Frequency

The Colpitts oscillator is characterized by its tank circuit, which contains an inductor

in parallel with two capacitors. Refer to Fig. 4.5 for the basic Colpitts circuit with an

operational amplifier as the active element. The resonance frequency can be derived

by replacing the op-amp with a controlled source model as seen in Fig. 4.7. Assuming

the op-amp is ideal, the input current is zero, so

v1 − v−
R1

=
v− − v0

R2

. (4.1)
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Figure 4.7: The controlled source model for an ideal op-amp

There is a virtual ground at v− since v+ is grounded and the output voltage is given

by

v0 = −R2

R1

v1 . (4.2)

The op-amp is thus replaced with a voltage controlled voltage source and the circuit

Figure 4.8: The Colpitts op-amp circuit with the controlled source model

is rearranged to look like Fig. 4.8. Performing nodal analysis at 1 yields

0 = jωC1v1 +
v1

R1

+
v1 − v2

jωL
(4.3)

v2 − v1

jωL
= jωC1v1 +

v1

R1

(4.4)

v2 = v1(1− ω2C1L+
jωL

R1

) , (4.5)
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Where v1 and v2 are the voltages at nodes 1 and 2 respectively. Using nodal analysis

at 2 and substituting Eqn. 4.4 and Eqn. 4.5 gives

0 = jωC2v2 + jωC3(v2 +
R2

R1

v1) +
v2 − v1

jωL
(4.6)

0 =
1

R1

− ω2 L

R1

(C2 + C3) + jω(C1 + C2 + C3)− jω3C1L(C2 + C3) + jωC3
R2

R1

.(4.7)

For this to be true, both the real and imaginary parts must be zero. We look first at

the imaginary part and find that

ω =

√
C1 + C2 + C3

R1+R2

R1

C1L(C2 + C3)
, (4.8)

but C3 is very small, so we say that the resonant frequency is given by the tank

circuit:

ω0 '
1√

L C1C2

C1+C2

' 1√
LCT

, (4.9)

where CT is the total capacitance from the series combination of C1 and C2. Looking

now at the real part of Eqn. 4.7 and substituting Eqn. 4.8, we find the condition for

oscillations to be sustained,

C2

C3

= −R1 +R2

R1

. (4.10)

Clearly Eqn. 4.10 is impossible for real resistance and capacitance values. Instead,

the gain required for oscillation is determined by the phase delay in the amplifier

which contributes a signal out of phase.

When the coil is exposed to a change in the conductivity of its surroundings, we

model the change in the impedance of the coil, ∆Z, as a series resistance, as shown

in Fig. 4.9. The added impedance changes our nodal analysis at 1 and we get the
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Figure 4.9: The Colpitts op-amp circuit with the impedance effect from a change in
conductivity modeled as a dashed resistor

following:

0 = jωC1v1 +
v1

R1

+
v1 − v2

jωL+ ∆Z
(4.11)

v2 − v1

jωL+ ∆Z
= jωC1v1 +

v1

R1

(4.12)

v2 = v1(1 +
∆Z

R1

− ω2C1L+
jωL

R1

+ jω∆ZC1) , (4.13)

and at 2,

0 = jωC2v2 + jωC3(v2 +
R2

R1

v1) +
v2 − v1

jωL+ ∆Z
(4.14)

0 =
1

R1

− ω2(C1 + C3)(
L

R1

+ ∆ZC1) + jω(C1 + C2 + C3)

−jω3C1L(C2 + C3) +
jω

R1

(∆ZC2 + ∆ZC3 +R2C3) . (4.15)

The resonance frequency is then

ω∆Z =

√
C1 + C2

R1+∆Z
R1

+ C3
R1+R2+∆Z

R1

C1L(C2 + C3)
(4.16)

ω∆Z ' 1√
L C1C2

C1+C2
R1+∆Z

R1

. (4.17)
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We will choose C1 = C2 = C and we will calculate our relative change in frequency

parameter, which is what we want to optimize for our circuit design.

∆ω

ω
=

ω∆Z − ω0

ω0

(4.18)

'

√
2+ ∆Z

R1

LC
−

√
2
LC√

2
LC

(4.19)

'
√

1 +
∆Z

2R1

− 1 (4.20)

' ∆Z

4R1

, (4.21)

where we have used the Taylor Series approximation for the square root.

4.2.2 Circuit Optimization

From Eqn. 4.21 we see that we should maximize ∆Z and minimize R1. We derived

a proportionality formula for ∆Z in the last chapter at Eqn. 3.30, and we know the

resonance frequency ω0 from Eqn. 4.9. We will use the theoretical inductance of a

multilayer air core coil,

L =
31.5 · 10−6R2N2

6R + 9l + 10d
, (4.22)

where R is the average radius, N is the number of turns, l is the length, and d is

the thickness (the difference between the outer and inner radius) [35]. We reevaluate

our relative change in frequency parameter by substituting these equations back into
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Eqn. 4.21,

∆ω

ω
∝ ω2N2∆σFcoil(R)

R1

(4.23)

∝ N2∆σFcoil(R)

LCTR1

(4.24)

∝ (6R + 9l + 10d)∆σFcoil(R)

R2CTR1

, (4.25)

where we recall that Fcoil(R) is a nonlinear function of the coil radius. Consequently,

to optimize the sensitivity of this circuit, we want to maximize the coil length and

thickness, and minimize the resistor R1 and tank capacitors. Since the coil length and

diameter are functions of the number of turns, this means that we want to maximize

N . Simulations of the coil radius function in the range R = 0.01 to R = 0.10 m

show that Fcoil(R)
R

increases, but starts to plateau at R ' 0.1 m and Fcoil(R)
R2 peaks at

R ' 0.045 m.

4.3 Relaxation Oscillator

Figure 4.10: The original relaxation oscillator design with a capacitor for the time
delay[5]

As stated earlier, the relaxation circuit was adapted from a design that used

CMOS inverters as the threshold devices. Any odd number of inverters connected in

series with feedback will oscillate and produce a square wave as the output switches

between high and low. The original circuit is shown in Fig. 4.10 [5]. Rather than using
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Figure 4.11: Our modified relaxation oscillator design with an inductor for the time
delay

a capacitor to connect the three inverters, our circuit substituted an inductor into

the feedback network as shown in Fig. 4.11. We used three inverters from a 74HC04

Hex Inverter chip to build this circuit and the inductor and resistors provides a time

delay that determines the frequency of the relaxation circuit.

4.3.1 Frequency

Figure 4.12: The relaxation circuit simplifies for two time interval cases

If we assume that at time t = 0 the output voltage switches from high to low, we

can simplify the circuit from Fig. 4.11 to the two cases shown in Fig. 4.12 for different
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time intervals. We can therefor describe the voltage at v1 as follows:

v1 = vcc(
2R1 + 3R2

2R1 + 2R2

)e(
−R1||R2

L
)t for 0 ≤ t ≤ t1 (4.26)

= vcce
−R1

L
(t−t1) for t1 ≤ t ≤ t2 (4.27)

=
vcc
2
for t = t2 , (4.28)

where vcc is the power supply voltage.

When the voltage v1 reaches the threshold voltage at t2, the inverters switch. This

marks half of the period at

t2 =
L ln 2

R1

+ t1 (4.29)

t1 =
L ln (2R1+3R2

2R1+2R2
)

R1||R2

, (4.30)

and the frequency of the oscillator is then,

f =
1

2t2
(4.31)

=
R1

2L[ln 2 + (R1+R2

R2
) ln (2R1+3R2

2R1+2R2
)]
. (4.32)

We can simplify this for three special cases of resistor choice:

if R1 � R2, f ' R1

2L ln 3.3
, (4.33)

if R1 = R2, f =
R1

2L ln 25
8

, (4.34)

if R1 � R2, f ' R1

2L ln 3
. (4.35)

The timing diagram of the voltage and current in the relaxation circuit is illustrated

in Fig. 4.13. The current iL through the coil ranges from ∼ −vcc

2R1
to ∼ vcc

2R1
and is not
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Figure 4.13: The timing diagram for the relaxation circuit. The current is magnified
to a larger scale than the voltage. The frequency is higher when R1 << R2 and lower
when R1 >> R2.
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to scale with the voltage. The three special cases of resistor choice are shown and

it can be seen that when R1 << R2, the period decreases even though the voltage

varies more.

Figure 4.14: The effect of the conductivity change is modeled as a series resistor

Just as we did with the Colpitts circuit, we will now derive the expected frequency

when an impedance ∆Z is added in series with the coil as shown in Fig. 4.14. The

voltage at v1 with the added resistance is calculated again through circuit analysis:

v1 =
vcc[∆Z +R1||R2( ∆Z

2R1
+ 2R1+3R2

2R1+2R2
)e
−t(∆Z+R1||R2)

L ]

∆Z +R1||R2

for 0 ≤ t ≤ t1 (4.36)

=
vcc(∆Z +R1e

−(t−t1)(∆Z+R1)
L )

∆Z +R1

for t1 ≤ t ≤ t2 (4.37)

=
vcc
2
for t = t2 . (4.38)

The time intervals are recalculated,

t2 =
L ln ( 2R1

R1−∆Z
)

R1 + ∆Z
+ t1 (4.39)

t1 =
L ln ( ∆Z

2R1
+ 2R1+3R2

2R1+2R2
)

R1||R2 + ∆Z
, (4.40)
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and the frequency is then

f =
1

2t2
(4.41)

=
1

2L[ 1
R1+∆Z

ln ( 2R1

R1−∆Z
) + 1

R1||R2+∆Z
ln ( ∆Z

2R1
+ 2R1+3R2

2R1+2R2
)]
. (4.42)

Once again, for the three special cases, the frequency calculation simplifies. If R1 >>

R2, then R1||R2 ' R2, and 2R1+3R2

2R1+2R2
' 1, and so,

f ' 1

2L[ 1
R1+∆Z

ln 2 + 1
R2+∆Z

ln (1 + ∆Z
R1

)]
(4.43)

' R1 + ∆Z

2L ln 3.3
, if R1 � R2. (4.44)

If R1 << R2 then R1||R2 ' R1, and 2R1+3R2

2R1+2R2
' 3

2
, so,

f ' R1 + ∆Z

2L ln (3R1+∆Z
R1−∆Z

)
(4.45)

' R1 + ∆Z

2L ln 3
, if R1 � R2. (4.46)

If R1 = R2 then R1||R2 = R1

2
, and 2R1+3R2

2R1+2R2
= 5

4
. We rearrange the frequency calcula-

tion and make some simplifications to find that:

f =
R1 + ∆Z

2L ln [( 2R1

R1−∆Z
)( ∆Z

2R1
+ 5

4
)
(

2R1+2∆Z
R1+2∆Z

)
]

(4.47)

' R1 + ∆Z

2L ln (∆Z2

2R2
1

+ 5∆Z
2R1

+ 25
8

)
(4.48)

' R1 + ∆Z

2L ln (25
8

)
, if R1 = R2. (4.49)
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However, the frequency follows more closely to a corrected model,

f ' R1 + ∆Z

2L ln (4∆Z
R1

+ 25
8

)
, if R1 = R2, (4.50)

where constants were determined heuristically.
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Figure 4.15: Small series resistors were added to the relaxation circuit and the fre-
quency was measured

We tested this effect by adding resistors in series with the inductor in the re-

laxation circuit and measuring the frequency. The circuit components used were

R1 = R2 = 218Ω, and L = 100µH and the results are shown in Fig. 4.15. The offset

between measured and theoretical frequencies is likely due to the inductor being an

unideal component and capacitive coupling as the circuit was built on a breadboard.

The theoretical frequency (Eqn. 4.47) follows the measured frequency very closely and

Eqn. 4.50 is also a reasonable estimate, whereas Eqn. 4.49 gives quite different pre-

dicted frequencies. Note however, that the simplifications we used for Eqn. 4.49 were
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based on the assumption that ∆Z << R1. The added resistors in this experiment

are large relative to R1 and R2 compared to what we would expect from an induced

impedance, so our simplifications to the theoretical frequency are still reasonable for

our sensor.

We can now calculate our relative change in frequency parameter, and we find

that all three instances of resistor selection result in the same conclusion:

∆f

f
' ∆Z

R1

. (4.51)

4.3.2 Circuit Optimization

From Eqn. 4.51 it would appear that we should maximize ∆Z and minimize R1.

However, in our derivation of induced resistance in the last chapter, we showed that

∆Z ∝ ω2 and we know that the frequency of the relaxation circuit is proportional to

R1. Substituting Eqn. 3.30, the proportionality formula for ∆Z, and Eqn. 4.22, the

theoretical inductance of an air core coil into Eqn. 4.51,

∆f

f
∝ ω2N2∆σFcoil(R)

R1

(4.52)

∝ R1N
2∆σFcoil(R)

L2
(4.53)

∝ (6R + 9l + 10d)2R1∆σFcoil(R)

R4N2
. (4.54)

where we have made the substitution ω ∝ R1

L
. Thus, we once again want to maximize

the coil length l and coil thickness d. If we only make our coil one layer thick, then

the coil thickness is simply the wire diameter and the coil length is the product of the

wire diameter and the number of turns. We will assume our wire diameter is about
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0.5 mm and our expression then becomes,

∆f

f
∝ (6R + 0.0045N + 0.005)2R1∆σFcoil(R)

R4N2
. (4.55)

It is clear from this expression that we want to maximize the resistor R1 but the

optimal coil radius and number of turns are less obvious. We determine through

simulations that they should both be minimized.

Referring to Eqns. 4.33-4.35, the frequency also increases slightly as R1 decreases

relative to R2, but there is only about eight percent difference between the two ex-

tremes. According to the derived equations, the choice of R1 has a much greater effect

on the operating frequency and consequently the induced impedance than does the

choice of R2. We tested this by measuring the frequency of the circuit with different

values of R1, R2, and L, and the results matched the theoretical predictions.

4.4 Inductive Coil

It is clear from Eqns. 4.25 and 4.54 that the coil properties are an important factor in

optimizing the circuits. Several inductive coils were handmade and tested. The coils

were made from thin insulated wire taken from old disk drives. Water bottles were

wrapped in parchment paper to act as cylindrical molds. The wire was wound tightly

in a single layer around the mold, taped in place, and then superglued together. Once

the glue had dried, the water bottle was slipped out and the tape and parchment paper

were removed, leaving behind a cylindrical coil. Coils were made with different radii

and numbers of turns. The coil thickness was given by the diameter of the wire and

the coil length was dependent on the number of turns.

The inductance of the coils was measured with a Hewlett-Packard 4263B LCR
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R(cm) N l(cm) Lt(µH) Lm@100Hz(µH) Lm@100kHz(µH)

3.7
10 0.4 16.4 18.4 18.0
15 0.5 35.7 36.8 36.4

4
10 0.4 17.9 21.3 20.2
15 0.5 39.1 41.6 40.8

4.6
10 0.3 21.6 20.5 20.1
15 0.5 46.0 43.2 42.9

Table 4.1: Properties of the coils for the in-vivo trials. R is the coil radius, N is the
number of loops in the coil, l is the coil length , Lt is the theoretical coil inductance,
Lm@100Hz is the coil inductance measured at 100 Hz, and Lm@100kHz is the coil
inductance measured at 100 kHz

R(cm) N Lm@100kHz(µH) Q
4.15 8 14.9±0.1 9.7± 0.1
4.15 10 17.75±0.01 14.5±0.1
4.15 12 29.31±0.01 19.4±0.1

Table 4.2: The properties of coils made for some phantom trials. R is the coil radius,
N is the number of loops in the coil, Lm@100kHz is the coil inductance measured at
100 kHz, and Q is the measured quality factor.

Meter and Hewlett-Packard 16089B Kelvin Clip leads. Table 4.1 lists the theoret-

ical and measured inductances of the coils with the different coil parameters. The

theoretical inductance is given by Eqn. 4.22.

Also, for one set of phantom trials, three coils were each made by winding the

wire tightly in a single layer around a graduated cylinder and taping it in place. The

coil remained taped to the cylinder for the duration of the trial and was removed

afterward. The outer diameter of the cylinder was 8.3 cm and the coils were made

with 8, 10, and 12 turns. The inductance and quality factor were again measured

with the same LCR meter and leads and the measurement frequency was 100 kHz.

Table 4.2 shows the properties of the coils that were used for this set of phantom

trials.

Since we wanted to use the same coil for both circuits in order to compare their
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sensitivities, we had to compromise between the optimal circuit scenarios for each

and thus the 10 turn coil with radius 4.6 cm was chosen for the in vivo trials.

4.5 Component Selection

All circuits were built on breadboards and tested using standard laboratory equip-

ment. Several circuits were also soldered to prototype boards and tested. Once the

final circuit designs and components were decided, the two circuits were soldered to

prototype boards and these boards were used for the phantom and in vivo experi-

ments.

The tank capacitors of the Colpitts oscillator were chosen as C1 = C2 = 390 pF.

Small tank capacitors were chosen in order to increase the frequency of oscillation.

The value of R2 was decreased as far as possible while still maintaining oscillations

in order to lower the gain and make the circuit marginally stable and thus more

reactive to small changes in coil properties. The resistor values chosen were R2 = 56

kΩ and R1 = R3 = R4 = 10 kΩ. The other capacitor values were C3 = 10 pF

and C4 = C5 = C6 = 100 nF. The resistors had a 5% tolerance so the components

were measured for accuracy using a Wavetek DM15XL multimeter for resistances

and the HP LCR meter and Kelvin Clip leads set at 100 kHz for the capacitances.

The measurements were as follows: R1 = 10.10 ± 0.01 kΩ, R2 = 55.8 ± 0.1 kΩ,

R3 = 9.81 ± 0.01 kΩ, R4 = 9.82 ± 0.01 kΩ, C1 = 401 ± 1 pF, C2 = 408 ± 1 pF,

C3 = 12± 1 pF, C4 = 103± 0.1 nF, C5 = 104± 0.1 and C6 = 98± 0.1 nF.

The final version of the relaxation circuit was built with R1 = R2 = 330 Ω ± 5%

and a 100 nF capacitor bridging the power supply. The measured values of the

components were R1 = R2 = 326± 1 Ω, and C = 107.15± 0.1 nF.
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4.6 Frequency Measurement

The change in frequency that the oscillator experiences is very small relative to the

operating frequency. During the preliminary investigation, we also built a test circuit

that produced a down converted signal which would be more sensitive to small changes

in frequency. Basically, we were subtracting a base frequency from our signal in order

to increase the relative change in frequency.

Figure 4.16: A test circuit with the relaxation oscillator fed through a mixer and filter

The output from the relaxation circuit and the output from a frequency generator

were fed into an ”exclusive or” gate and then fed through an RC low pass filter as

seen in Fig. 4.16. The advantage of this approach is that the output is a continuous

signal in time that is directly proportional to the change in frequency which means

that the output signal could then be amplified and it could also be easily compared

to a signal measuring the change in conductivity or a measurement of a participants

breathing with time. Unfortunately, in our investigation we found that the two input

signals had a tendency of locking into the same frequency whenever their difference

was small, which was precisely the scenario we were most interested in. We concluded

that this method was not reliable, and the oscillator frequency was measured with a

spectrum analyzer instead.
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4.7 Summary

This chapter presented the two electronic circuits that we studied and tested. The

resonance frequencies were derived for both circuits as well as the relative changes

in frequency we expect from a nearby conductive volume, which we modeled as an

impedance ∆Z in series with the inductor. We presented a method for choosing circuit

components to optimize the sensitivity of the coil and we listed the final component

selections and coil properties.



Chapter 5

Experiments

Experiments were conducted with phantoms as well as with human participants.

Phantom trials were done to see whether or not changes to a conductive volume

would be detectable with the circuits and to test the validity of the theoretical model

derived in Chapter 3. In vivo trials were then conducted with participants to evaluate

the feasibility of this technique for detecting changes in lung volume.

This chapter chronicles all of the experimental trials. The experimental setup,

including the equipment that was used, is described and the results of each experiment

are provided. Finally, the results and sources of error are discussed.

5.1 Phantom Trials

The goal of the phantom trials was to compare experimental data to the theoretical

model we derived. The phantom trials provide known geometries and values that can

be matched to the theoretical model, whereas the in-vivo experiments involve multiple

assumptions and estimates. In order to simulate our theoretical model of a person

breathing as close as possible, several attempts were made to design a setup with
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a spherical phantom with an adjustable conductivity and height above the circuit.

These setups proved too cumbersome and required too much user interference. Since

we were attempting to measure very small changes in frequency from changes in

the conductivity of the surroundings, any alterations made by the user to the setup

would have potentially created enough noise to overwhelm our signal. Consequently,

a simple cylinder phantom was adopted instead.

5.1.1 Experimental Setup

A plastic 2000 mL graduated cylinder, filled with conductive liquid, was used to

make cylindrical phantoms of known conductivity and size. The cylinder had an

outer diameter of about 8.3 cm and inner diameter of about 7.9 cm, but the diameter

varied slightly from top to bottom. The volume of the liquid and the positioning of

the inductive coil were adjusted to make changes to the phantom height values. The

liquid was made by mixing tap water with sodium chloride in varying proportions to

set the conductivity.

A hand-held ECTestr High device by Eutech Instruments and Oakton Instruments

was used to measure the conductivity of the liquid used in the phantom trials. A sec-

ond device, Fisher Scientific RC-16B2 Conductivity Bridge by Industrial Instruments

(Cedar Grove, N.J.) was used to verify the conductivity measurements. The cell con-

stant of the conductivity bridge was measured as 19.4±0.8 using 9.7µS/cm Traceable

Conductivity Calibration Standard by Control Company (Friendswood, Texas). The

conductivity of the calibration fluid was very low and therefore on a different scale

of the conductivity bridge than salt water measurements and comparison with the

ECTestr readings gave a cell constant estimate of closer to 23. We concluded that

the measurements from the conductivity bridge concurred with those of the ECTestr.

A Tektronix TDS 3014 Oscilloscope was used to monitor the circuit and determine
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the approximate resonance frequency. A Hewlett-Packard 3585A Spectrum Analyzer

was used to measure the frequency of the circuit during each trial by manually ad-

justing the display and observing the peak frequency. The circuit was connected to

the spectrum analyzer inductively due to an impedance mismatch.

Trials were conducted with different coils either at the base of the cylinder or

wrapped around the cylinder at the 500 mL mark.

5.1.2 Phantom Trial #1

The first trial investigated the effect that the conductivity and height of the phantom

had on the change in frequency. Preliminary trials were done in the following manner

with up to 1000 mL of liquid of conductivity 0.01 to 0.1 S/m. The conductivity of the

liquid was measured using both the ECTestr and the conductivity bridge. The 10 turn

coil with a 4.6 cm radius was placed around the cylinder at its base. The liquid was

then added to the cylinder in increments of 200 mL and the frequency of the circuit

was measured using the oscilloscope and spectrum analyzer. This procedure was

repeated for the second circuit and then the conductivity of the liquid was increased

for the next set of measurements. We did not get significant changes in frequency

from either circuit from these trials, but we were able to show that the ECTestr was

sufficient for measuring the conductivity of the liquid and we determined that the

liquid needed higher conductivity for conclusive frequency change results.

The previous tests were repeated using liquid conductivities of 0.01, 0.61, 0.98,

1.33, and 1.88±0.01 S/m for the Colpitts circuit and 0.01, 0.59, 0.93, 1.31, and 1.85±

0.01 S/m for the relaxation circuit. The procedure was changed to doing all the

tests on one circuit and then doing them all on the second circuit so that the circuits

would not have to be constantly switched and reconnected. It was hoped that this

would make the base frequency and circuit behaviour more consistent. We observed,
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Conductivity f0± 200 Hz ∆f = f − f0± 400 Hz
± 0.01 S/m 0 mL 200 mL 400 mL 600 mL 800 mL 1000 mL
0.01 2448400 0 -200 -200 -200 -200
0.61 2448000 -200 -400 -400 -600 -400
0.98 2448800 -200 -200 -200 -400 -200
1.33 2448600 0 0 0 -200 -200
1.88 2449000 0 0 0 0 0

Table 5.1: Trial #1 Colpitts circuit results. The starting frequency f0 and change in
frequency ∆f with different phantom conductivities and heights using the Colpitts
circuit and a 10 turn coil with 4.6 cm radius at the base of the cylinder.

however, that the base frequency was still not constant as the coil was moved each

time the cylinder was emptied. A lid was placed over the circuit as a precaution in

order to prevent air currents and reduce temperature changes in the circuit which

would affect the frequency. The power to the circuit was left on for a while to let the

circuit warm up before each set of measurements and all other equipment was left

on the entire time. The span on the spectrum analyzer was set to 200 kHz and the

measurement error was ±200 Hz for both circuits.

The results are presented in Tables 5.1 and 5.2 for the Colpitts and relaxation

circuits. The average starting frequencies, meaning the frequency when the cylinder

was empty, were 2448560±200 Hz for the Colpitts circuit and 4922040±200 Hz for

the relaxation circuit and the theoretical resonance frequencies are 2.52 MHz and 7.06

MHz respectively.

The measured relative change in frequency parameters ∆f
f

along with the theo-

retical values predicted using our model are plotted in Fig. 5.1 and Fig. 5.2 for the

Colpitts and relaxation circuits respectively. The theoretical relaxation circuit pre-

dictions are displayed at ten times the scale of the measured results in Fig. 5.2. Errors

were estimated from measurement errors. We use f0 from Tables 5.1 and 5.2 for cal-

culations of both our measured and theoretical change in frequency parameters. We
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Conductivity f0± 200 Hz ∆f = f − f0± 400 Hz
± 0.01 S/m 0 mL 200 mL 400 mL 600 mL 800 mL 1000 mL
0.01 4926000 -1000 -1400 -1800 -2000 -2400
0.59 4921800 -800 -1200 -1600 -1800 -2000
0.93 4921000 -200 -400 -1200 -1600 -1800
1.31 4919800 0 -600 -1000 -1200 -1400
1.85 4921600 200 -200 -1200 -1400 -1400

Table 5.2: Trial #1 relaxation circuit results. The starting frequency f0 and change in
frequency ∆f with different phantom conductivities and heights using the relaxation
circuit and a 10 turn coil with 4.6 cm radius at the base of the cylinder.
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Figure 5.1: The relative changes in frequency measured and theoretically predicted
for phantom trial #1 with the Colpitts circuit
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Figure 5.2: The relative changes in frequency measured and theoretically predicted
for phantom trial #1 with the relaxation circuit.
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say the radius of the conductive volume is 3.95 cm and the height is 4.08 cm for each

200 mL increment.

Our theoretical model predicted an induced impedance proportional to the con-

ductivity of the phantom, but the experimental measurements do not fully support

this theory. We expected to see an increase in the magnitude of the frequency change

as the conductivity increases and as the height of the phantom increases (though this

drops off quickly with the distance from the coil). The measured relative frequency

changes do not correlate very well with the theoretical prediction and we conclude

that the span on the spectrum analyzer should have been set smaller to make more

accurate measurements for this trial, particularly with the Colpitts circuit.

5.1.3 Phantom Trial #2

The purpose of the second trial was to test how the sensor was affected by changes to

the number of loops N of the coil, the distance z0 between the coil and the phantom,

and the height h0 of the phantom. This trial used salt water with a conductivity that

exceeded the range of the ECTestr device. The conductivity bridge indicated that

the liquid had a conductivity of 0.165±0.005∗cellconstant = 3.8±0.3 S/m where we

have taken the cell constant to be 23±1. For this trial, coils with 8, 10, and 12 turns

were taped to the 500 mL mark as described in the last chapter. The coil properties

are listed in Table 4.2.

The frequency was measured at 200 mL increments up to 1000 mL. The frequency

was also measured at the 500 mL mark. The cylinder was then emptied and the

procedure was repeated. Two sets of measurements were taken per circuit with the

10 turn coil and three sets per circuit were taken with the 8 and 10 turn coils. The

frequency span of the analyzer was set to 10 kHz for the Colpitts circuit measurements

and 100 kHz for the relaxation circuit measurements. The measurement error was
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N=8 N=10 N=12

Colpitts
f̄0(Hz) 2672797±50 2546625±50 2040843±50
ft(MHz) 2.95 2.71 2.11

Relaxation
f̄0(Hz) 4901433±200 4998050±200 3687700±200
ft(MHz) 9.72 8.16 4.94

Table 5.3: Trial #2 average starting frequency f̄0 and theoretical resonance frequency
ft of both circuits using coils of N turns and radius 4.15 cm taped to the cylinder at
the 500 mL mark.

±50 Hz for the Colpitts circuit and ±200 Hz for the relaxation circuit.

The average starting frequencies f̄0 and the theoretical resonant frequencies ft

are listed in Table 5.3. The theoretical resonant frequencies are calculated using the

measured inductance of the coils.

Fig. 5.3 shows the measured and theoretical relative changes in frequency param-

eter ∆f
f

as a function of the volume added for each of the three coils with the Colpitts

circuit. Fig. 5.4 shows the equivalent information for the relaxation coil but the

theoretical predictions are displayed at ten times the scale of the measured results.

Errors were estimated from measurement errors. The measured change in frequency

parameter is calculated as follows:

∆f̄

f
=
f̄ − f̄0

f̄0

, (5.1)

and the theoretical change in frequency parameter was derived in Chapter 4. Note

that the results with the 10 turn coil were averaged over two trials whereas those for

the 8 and 12 turn coils were averaged over three trials.

The measured results show similar curves of relative frequency changes, but with

smaller magnitudes compared to the theoretical model.
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Figure 5.3: The relative change in frequencies measured and theoretically predicted
for phantom trial #2 with the Colpitts circuit
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5.1.4 Phantom Trial #3

The goal of the final trial was to verify previous measurements and to specifically

address the relationship between the conductivity of the liquid and the frequency

change of the circuit. Results from a preliminary investigation in which highly con-

ductive liquid was added to one litre of water suggested that the change in frequency

was not as high as theoretically predicted, so the experiment was repeated in a more

regimented fashion.

In this test, the 8 turn coil was taped to the cylinder at the 500 mL mark. Tap

water was added in increments of 100 mL up to the 1000 mL mark and the frequency

of the circuit was measured at each stage. Highly conductive salt water was then

added to the litre of tap water in 50 mL increments up to the 1300 mL mark. At

each stage the fluid was mixed to give it a uniform conductivity, then the frequency

of the circuit and conductivity of the fluid were measured. This test was conducted

for both the Colpitts and relaxation circuits. The frequency span of the spectrum

analyzer was set to 10 kHz for the Colpitts circuit and 100 kHz for the relaxation

circuit. The measurement error was ±50 Hz for the Colpitts circuit and ±200 Hz for

the relaxation circuit.

Fig. 5.5 shows the results of the third trial with the measured and theoretical rel-

ative changes in frequency and the measured conductivity. Error bars were estimated

based on measurement errors. The theoretical model predicts very little change in

frequency for the first 1000 mL since the change in conductivity is so low. However,

relatively large changes in frequency were measured indicating that there is possibly

another factor influencing the measurements.
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5.2 In Vivo Trials

The in vivo trials were given ethical clearance by the Carleton University Research

Ethics Committee. Six healthy participants (three males and three females) between

the ages of 20 and 35 were recruited. The participants were given a letter of infor-

mation outlining the purpose, procedure, risks and benefits, security and anonymity

of data, withdrawal procedures, access to research findings, and contact informa-

tion of the researchers and ethics committee representative. A copy of the Letter of

Information and Consent is given in Appendix B.

The Colpitts op-amp circuit and the relaxation circuit were both used in the in

vivo trials in order to compare the performance of the two. The 10 turn coil with a

radius of 4.6 cm was used. There were three breathing manoeuvers involved in the

trials, each with breath holds: maximal breathing, breathing to 1 L, and breathing

to 400 mL. Practice trials were done to test the feasibility of the setup.

5.2.1 Experimental Setup

The experimental setup for the in vivo trials is shown in Fig. 5.6. Each participant

lay supine on a table with the coil positioned under his or her right lung. Participants

were asked to remove excess clothing such as sweaters and metal objects like belts,

watches, and rings. The coil was housed in a plastic lid shown in Fig. 5.7 and 5.8

to protect it from deformation as the participant breathed. The circuit was covered

with a bag of liquid at room temperature in order to help regulate the temperature

of the circuit and protect it from air currents or movement of the leads.

The circuit was powered with a Hewlett-Packard E3630A Triple output DC Power

Supply set to within 0.1 volts accuracy. A Tektronix 2213 60 MHz Oscilloscope was

used to verify that the circuit was operating properly. The frequency of the circuit
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Figure 5.6: The experimental setup for the in vivo trials

Figure 5.7: Coil with plastic lid covering it

Figure 5.8: The underside of the coil taped to the plastic lid
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was measured by manually determining the frequency peak using a Hewlett-Packard

3585A Spectrum Analyzer. The circuit was once again inductively coupled to the

spectrum analyzer and the frequency was determined manually be observing the peak

frequency.

A tank apparatus seen in Fig. 5.6 was set up for fixed volume measurements. A

tank measuring 40 cm long and 20 cm wide was filled to 20 cm with 16 L of water.

A 2000 mL plastic graduated cylinder was placed upside down in the tank on top of

plastic blocks. A bag of sand was balanced as a weight on top of the cylinder to keep it

in place. The water level was marked on the cylinder with black electrical tape. Tape

markers were also placed 1 L above and 400 mL below the water level. A tube was

taped to the inside of the cylinder for participants to breathe through. A disposable

straw was attached at the other end and the tube was washed after each participant

to prevent cross-contamination. As the participant breathed in and out through the

straw, the water level in the cylinder rose and fell respectively. This experimental

setup was chosen rather than using a pneumotach because of its simplicity and its

ability to give the participants a visual indication of the volume of air they were

breathing.

The Colpitts oscillator measurements were taken first for each participant. Each of

the three procedures was done at least three times and no more than four times. For

the first procedure the participant breathed out fully to residual volume, breathed

in fully to total lung capacity, and breathed out again to residual volume. The

participant held his or her breath for several seconds at the maximal points while

each measurement was taken. The participant wore a nose plug for the next two

procedures in order to ensure that all breathing was through the mouth. In the second

procedure, the participant breathed out to residual volume, breathed in through the

straw to the 1 L mark, and breathed out through the straw to the original water level
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mark. Once again, the participant held his or her breath for several seconds at the

three points and maintained the high water mark by plugging the straw with his or

her tongue to allow for slight relaxation of the lungs. For the third procedure, the

participant breathed out through the straw to the 400 mL mark, breathed in through

the straw to the original water mark, and breathed out again through the straw to

the 400 mL mark. The participant held their breath and plugged the straw again at

the three points. These three procedures were repeated using the relaxation oscillator

circuit.

5.2.2 In Vivo Trial Results

The average oscillating frequency of the Colpitts circuit was 2.31 MHz and the re-

laxation circuit had an average frequency of 4.057 MHz. The frequency span on the

analyzer was set to 5 kHz for the measurements with the Colpitts circuit and 50 kHz

with the relaxation circuit. The measurement error of the Colpitts circuit was ±20

Hz and the relaxation circuit measurements had an error of ±200 Hz.

Fig. 5.9 shows the average frequency change of the Colpitts circuit as the par-

ticipant breathes in and out for the three different procedures. Fig. 5.10 shows the

equivalent for the relaxation circuit. Each subplot shows the average from each par-

ticipant as well as the average over all participants. For a given participant, a baseline

was established by subtracting the average first frequency measured from the next

two averaged measurements so that the data are presented as the change in frequency

from the first measurement. Error bars were estimated from measurement errors.

Table 5.4 gives the theoretical change in impedance and relative change in fre-

quency we predict for the in vivo trials. We use the following values to predict the

relative change in frequency: the coil radius R = 4.6 cm, the number of turns N = 10,

the distance between coil and centre of lung z0 = 10 cm, the change in conductivity
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Figure 5.9: The results of the in vivo trials using the Colpitts circuit
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Figure 5.10: The results of the in vivo trials using the relaxation circuit
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TLC 1 Litre 400 mL

∆Z(mΩ) ∆f
f
· 106 ∆Z(mΩ) ∆f

f
· 106 ∆Z(mΩ) ∆f

f
· 106

Colpitts 28.0 6.99 1.9 0.47 0.5 0.13
Relaxation 86.2 261 5.8 18 1.6 5

Table 5.4: The theoretical change in impedance ∆Z and relative change in frequency
∆f
f

that our model predicts for the in vivo trials. We use R = 4.6 cm, N = 10,

z0 = 10 cm, ∆σ = 0.21 S/m, f = 2.31 MHz and R1 = 10 kΩ for the Colpitts circuit,
and f = 4.057 MHz and R1 = 330 kΩ for the relaxation circuit.

TLC 1 Litre 400 mL
x̄ σ x̄ σ x̄ σ

Colpitts
∆f (Hz) 469 210 124 190 99 73
∆f
f
· 106 203 91 54 82 43 32

Relaxation
∆f (Hz) 3517 2820 1139 2428 510 405
∆f
f
· 106 869 698 280 600 126 100

Average Frequency Changes 5.5: The averages and standard deviations of frequency
changes from the lung manoeuvers measured in MHz with the two different circuits.

∆σ = σd − σi = 0.21 S/m, the Colpitts circuit average frequency f̄ = 2.31 MHz, the

relaxation circuit average frequency f̄ = 4.057 MHz, the resistors R1 = 10 kΩ for the

Colpitts circuit and R1 = 330 kΩ for the relaxation circuit.

5.2.3 Statistical Analysis

The average change in frequency and relative change in frequency parameters were

calculated for the two circuits and the three different procedures and are shown in

Table 5.5. Note that all data were used in establishing the average and standard devi-

ation even though some participants had more than three trials for some procedures.

A paired T-test was performed with the data in order to establish whether or

not the results could be explained by noise. Each line of data was converted to one

change of frequency value. In other words, we averaged the first and last frequency
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TLC 1 Litre 400 mL
Colpitts 5.34·10−9 8.7·10−3 2.26·10−5

Relaxation 5.99·10−5 6.29·10−2 5.41·10−5

Table 5.6: The probability that the measured frequency changes could be explained by
noise. The null hypothesis is rejected in trials except the 1 L trial with the relaxation
coil

measurement, both of these points are when the participant has exhaled. We then

take the change between the second measurement, which is when the participant has

inhaled, and the averaged value exhale value is:

f2 −
f1 + f3

2
. (5.2)

The measurements from the trials provided at least 17 degrees of freedom for each

trial. Table 5.6 lists the probability that the frequency changes measured could be

explained by noise. The T-test revealed that with a significance level of 5% , the null

hypothesis was rejected in all but one trial. The 1 L trials using the relaxation circuit

had a 6.29% probability, which was due to the measurements from one participant.

Referring to Fig. 5.10, we see that participant #5 showed very different behaviour than

the other participants in the 1 L breathing trials with the relaxation circuit. If these

outliers are removed, and the T-test is performed with only 14 degrees of freedom,

we get a probability of 0.14% . We are therefore confident that the frequency changes

we have measured in the in vivo trials are significant.

5.2.4 Discussion of In Vivo Trial Results

Even after considering that the relaxation circuit operates at almost twice the fre-

quency of the oscillator circuit, the relaxation still gives a much larger relative change

in frequency. However, there was significant measurement error in the relaxation
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circuit, particularly relative to the 400 mL breathing manoeuvers. From a practical

perspective the Colpitts circuit had a much clearer, more defined resonance frequency

peak, which gave it a higher resolution.

There are several inaccuracies and sources of error from these measurements in

addition to those listed in the results. Firstly, the coil was positioned roughly under

the right lung of each participant, but no fiducial markers were used, so the coil would

have been centred better under some participants than others. A large source of error

is movement of the body during breathing. Participants were asked to lay as still as

possible, but there was still some movement, particularly from the participants’ arms

as these were needed to hold the straw. The coil was housed in a lid to protect it

and keep it from bending, but it is possible that the coil could still have experienced

some pressure differences as participants breathed.

The height difference on the cylinder for 1 L is 21.0 cm and it is 8.2 cm for 400

mL. These values are not proportional because the cylinder’s radius changes slightly

from top to bottom. The breathing tube had a 1 cm diameter, so by modeling the

tube as a cylinder with a 0.5 cm radius,

v = πr2h (5.3)

v1L = π(.5)2(21) = 16.5 (5.4)

v400mL = π(.5)2(8.2) = 6.4 , (5.5)

we see that the 1 L breathing manoeuvers were approximately 16.5 mL shy of 1 L

and the 400 mL breathing manoeuvers were approximately 6.4 mL less than 400 mL.

The participants tried to breathe as close as possible to the markers and the error

was within ± 20 mL.

The volume measurements required participants to effectively lift or push down
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a column of water which meant that the air was not at atmospheric pressure. The

water level in the tank changes as water is sucked up the cylinder or air is pushed

down. For the 1 L breathing, the water level decreases by about 1.3 cm, making the

height difference from the top of the water column to the water level in the tank 22.3

cm. For the 400 mL breathing, the water level increases by about 0.5 cm, making the

height difference from the water level in the tank to the bottom of the column of air

8.7 cm.

Hydrostatic pressure is calculated as follows:

Ptop = Pbottom − ρgh , (5.6)

where ρ is the density of water, g is the acceleration of gravity, and h is the height

difference. We assume that the room is at atmospheric pressure and the water is

at about 22 ◦C, giving it a density 998 kg/m3. We use Eqn. 5.6 to calculate the

pressure at the top of the water column for the 1 L breathing manoeuver and after

taking into account the accuracy of the height of the column, we can say that the

participant has to generate an underpressure of 2.18 ± 0.05 kPa with their pleural

muscles. Similarly, we calculate the pressure at the bottom of the 400 mL air column

and conclude that the participant must generate an overpressure of 0.85 ± 0.05 kPa

to effect this manoeuver. This is possible due to the compliance of the lungs and the

difference between the lung volume and the volume change seen in the cylinder can

be calculated:

∆Vlungs = ∆Vcylinder +
∆P

Clungs
, (5.7)

where ∆P is the pressure generated by the lungs and Clungs is the lung compliance.

However, since the participant was plugging the straw at the times of measurement,

the chest muscles were relaxed and there were no muscular movements during the
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measurements. Thus, ∆P = 0, and ∆Vlungs = ∆Vcylinder.

We assume that the air in both the lungs and the cylinder is humid but that the

air in the cylinder is at about 22 ◦C (295 K), whereas the air in the lungs is about 37

◦C (310 K). As the participant breathes in air from the cylinder, the air is heated by

the body in an isobaric process,

V2 = V1
T2

T1

. (5.8)

For the given temperature change, the air in the lungs expands by about 5% to 1.051

L. The participant breathes out warm air which mixes with the air that was in the

cylinder and the tube from the mouth of the participant to the cylinder and a final

temperature, volume, and pressure are reached. We say that the participant breathes

out 1 L of air at atmospheric pressure and therefore the air that was in the cylinder

and tube is also at atmospheric pressure. After the two sources mix it turns out that

the volume and pressure of the air is the same as the initial volume and pressure.

We can check this by first noting that the change in internal energy ∆U of the

system is zero and there is no work done on the system. The participant breathes

out VL = 1 L of air from the lungs at TL = 310 K. There is 600 mL of air in the

cylinder and an additional 50 mL in the tube and this is at TC = 295 K. We can thus
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calculate the final temperature TF of the mixed air,

0 = ∆UL + ∆UC (5.9)

0 = αRnL∆TL + αRnC∆TC (5.10)

0 =
PLVL
TL

∆TL +
PCVC
TC

∆TC (5.11)

0 =
VL
TL

(T − TL) +
PCVC
TC

(T − TC) (5.12)

TF =
TCTL(VL + VC)

TCVL + TLVC
(5.13)

TF =
(295)(310)((1) + (.65))

(295)(1) + (310)(.65)
(5.14)

TF = 304K, (5.15)

where R is the ideal gas constant, n is the number of moles, α is the degrees of

freedom of the gas. The total number of moles of air in the system does not change

and we assume that the final pressure is atmospheric,

nF = nL + nC (5.16)

PFVF
RTF

=
PLVL
RTL

+
PCVC
RTC

(5.17)

VF = TF (
VL
TL

+
VC
TC

) (5.18)

VF = (304)(
(1)

(310)
+

(.65)

(295)
) (5.19)

VF = 1.65L (5.20)

The final volume is the sum of VL and VC .

To summarize, this means that during the trials, the participant breathes out to

residual volume, breathes in 1 L, which expands to 1.051 L, then breathes out 1 L

leaving 51 mL in addition to the residual volume. This is a relatively insignificant
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amount and we can ignore it. The same arguments would be applied to the case of

the 400 mL breathing trials. We have ignored the effect of respiratory exchange in

this analysis as the lungs absorb oxygen and expel carbon dioxide.

Participants were not restricted in their breathing mechanism, so we have no

indication whether the participants were performing thoracic or abdominal breathing.

While the breathing mode should affect the results, it makes more sense to leave this

as an unknown since the sensor is meant to be noncontact.

5.3 Summary

This chapter presented the phantom trials and in vivo experiments that we conducted

to test the theoretical model and the sensitivity of the coil sensor. The experimental

setup and results were presented for all trials and a discussion of the experiments

followed. While the results did not match perfectly with the theoretical derivation,

we were able to see statistically significant changes in frequency with the sensor.
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Discussion

6.1 Summary of Contributions

Current techniques for respiratory monitoring and were researched, with particular

emphasis on those with applications to sleep and apnea monitoring, and we focused

on single coil electromagnetic sensors. We developed a theoretical model to predict

the changes that a single coil sensor driven by an oscillating current would experience

from conductivity variations of the thorax caused by respiration. Respiratory activity

was modeled as a homogeneous sphere located on axis above the coil. The change

in conductivity of the sphere was taken as the difference in conductivity between an

inflated and deflated lung. The radius of the sphere was determined by the lung

volume and the effect was seen as a change in coil impedance.

We investigated several oscillator circuits to implement our sensor and eventually

pursued two different circuit designs. The circuits were analyzed and we calculated

the conductivity induced changes in frequency of the oscillators by treating the the-

oretical change in coil impedance as an effective resistor in series with the coil. This

theoretical model was then used to optimize the sensitivity of the sensor through
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circuit component choice.

We tested the sensitivity of both circuits with phantom trials and in vivo trials.

The phantom trials used a cylindrical rather than spherical conductive volume to

analyze how well our theoretical model correlated to measurements as well as to

evaluate the sensitivity of the sensor. The in vivo trials were conducted to determine

the feasibility of using the electromagnetic sensor to monitor breathing and to further

test the sensitivity of the sensor.

6.2 Comparison of Model and Experimental Re-

sults

Our phantom trials showed some correlation between the theoretical model and the

sensor measurements. Plots of the relative change in frequency demonstrated that

theoretical and measured results had similar curves, but the magnitude of the curves

did not always match well. A particularly odd result was that the relative change

in frequency of the sensor did not appear to be directly proportional to conductiv-

ity as expected. This suggests that there are other factors influencing the sensor’s

performance.

The in vivo trials demonstrated that both electronic designs of the sensor were

able to detect changes in lung volume. For several participants, the magnitude of

the change in frequency corresponded roughly to the volume of air displaced which

suggests that a similar sensor could be calibrated to estimate changes in lung volume.

A paired T-test was performed on the measurements and with the exception of some

outliers, the results indicated that the changes in frequency measured by the sensor

were unlikely to be caused by noise.
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6.3 Conclusions

The single coil electromagnetic sensor has been shown to detect conductivity changes

due to respiratory activity and its sensitivity has been analyzed. Since the phantom

trials did not show complete agreement with the theoretical model, further research

is needed to fully validate the theoretical model. Efforts were made to maximize the

sensitivity of the coil and to limit outside influences such as temperature drifts due to

air currents and conductive objects in the vicinity of the testing area, but the phantom

trials suggested that there may still have been factors influencing measurements.

6.4 Future Research

Further to the research presented in this thesis and given the results obtained from

the phantom and in vivo trials in particular, the following recommendations for future

research are made:

• Using the theoretical model as a guide, different circuit components could be

selected and the circuits tested with conductive phantoms

• The changes in conductivity of a lung could be modeled over the volume of a

spherical shell rather than a solid sphere since lungs always retain a residual

volume of air

• The changes in conductivity of a lung could be modeled as an infinite conductive

plane with a variable thickness

• The inherent impedance of the coil could be integrated into the frequency cal-

culations to provide a more accurate model of circuit behaviour
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• The permittivity changes could be included in the theoretical model, giving a

complex impedance ∆Z which would also change the circuit analysis and model

• The electronic circuit could be extended in order to output a continuous signal

with an amplitude proportional to volume or conductivity changes which would

allow for analysis of breathing without breath holds.

• Since the theoretical change in impedance of the coil is dependent on the oscilla-

tor frequency, a system for maintaining a constant frequency could be integrated

to give more linear results as presented by Guardo et al [12]

• Multiple coils arranged in an array could provide a more complete picture of

conductivity changes which would be less dependent on the positioning of the

coil
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 Letter of Information and Consent Code: ____ 
Lung Monitoring Using a Contactless Electromagnetic Sensor 

 
Researchers 
 
Rosalyn Seeton, MASc. Biomedical Engineering Candidate 
Systems and Computer Engineering, Carleton University 
seeton@sce.carleton.ca 
520-2600 ext.1074, Minto 6070  
 
Dr. Andy Adler, Supervisor 
Systems and Computer Engineering, Carleton University 
adler@sce.carleton.ca 
520-2600 ext.8785, Minto 7040 
 
Researchers may be contacted by phone or email should a participant have any questions or wish to 
withdraw from the study. 
 
Purpose 
 
This is a research study to examine the feasibility of non-invasive lung monitoring using a novel 
technique: a contactless electromagnetic sensor.  This study has applications such as sleep monitoring 
and has the potential to significantly make improvements to the current state of the art. 
 
Procedures 
 
The measurements will be made in a lab with restricted access to ensure maximum privacy and the 
measurements should take less than half an hour.  An electromagnetic coil sensor will be positioned 
near the chest. The participant will be asked to perform breathing manoeuvers with breath holds 
(breathe normally, breathe in as much as possible, breathe out as much as possible, breathe a certain 
volume).  The participants will breathe into a tube connected to a tank of water to visually identify the 
volume of air. The participant’s age and gender will be recorded as part of the data collection.  The 
participant will be supervised at all times while measurements are acquired.    
 
Risks and Benefits 
 
There is the possibility of minor physical discomfort from the measurement setup while conducting 
study.  Subjects who have known heart or lung conditions are asked not to participate in the study 
because participants will be asked to make breathing manoeuvers which may be difficult. 
 
The only potential benefit to the participant is the possibility of advancement in measurement 
techniques in the long term.   
 
Security and Anonymity of Data 
 
Data from all participants will be kept secure and all publications based on these data will preserve 
their anonymity.  Participants will be assigned a code with their consent form.  The data will be 
recorded using this code.  Consent forms will be stored in locked cabinets to ensure anonymity.  Soft 
copies of data will be kept locked and password protected. 
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Digital pictures may be taken of one or more participants in order to demonstrate the measurement set-
up and tasks.  Pictures will only be taken if participants consent to it.  Faces will be concealed so that 
participants cannot be identified (unless otherwise permitted by the participant) and pictures will be 
recorded with the code from the consent form.  Pictures will be kept locked and password protected for 
one year as they may be needed for publications.  All soft and hard copies of the original pictures will 
be destroyed after one year unless otherwise permitted by the participant. 
 
Withdrawal 
 
Participants may withdraw at any time if they so choose.  Any data or information from a participant 
that has withdrawn will be destroyed unless otherwise permitted by the participant. 
 
Research Findings 
 
Participants will have access to publications and presentations that result from the research.  A 
participant may also view his/her data and information, but will not have access to those of others. 
 
Ethics Committee 
 
This project was reviewed and received ethics clearance by the Carleton University Research Ethics 
Committee. Participants with concerns or questions about their involvement in the study may contact 
the ethics committee chair: 

 
Leslie MacDonald-Hicks 
Carleton University Research Ethics Committee 
Room 510B Tory, Carleton University 
Phone: 613-520-2517 
E-mail: ethics@carleton.ca 
 
Researchers 
 
    / /  
Rosalyn Seeton Date (dd/mm/yyyy) 
 
    / /  
Dr. Andy Adler Date (dd/mm/yyyy) 
 
Consent 
 
I,  , have read the above letter and understand that I am participating in a 
research project and I voluntarily agree to participate. 
   I voluntarily agree to have my picture taken and included in publications and presentations. 
   I do not agree to have my picture taken and included in publications and presentations.  
 
    / /  
Signature of Participant Date (dd/mm/yyyy) 
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