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ssessing both academic and industrial research insti-
tutions, along with their scholars, can help identify
the best organizations and individuals in a given
discipline. Assessment can reveal outstanding
institutions and scholars, allowing students and
researchers to better decide where they want to
study or work and allowing employers to
recruit the most qualified potential employ-
ees. These assessments can also assist both
internal and external administrators in
making influential decisions; for example,
funding, promotion, and compensation. A

Such assessments usually take the
form of rankings. Two of the most
well-known rankings, the U.S. News
and World Report ranking [10] and the
1993 National Research Council
ranking of U.S. doctoral programs
[8], use a comprehensive methodol-
ogy including both objective indica-
tors and subjective polls. A new
assessment of research-doctorate pro-

grams by the National Research
Council is being conducted. Some
important changes to the methodol-
ogy, as described in [7], have been rec-
ommended to improve the
assessment. One of the recommenda-
tions is to use a probable range,
instead of a single point, to represent
the assessment of an institution,
addressing the “spurious precision”

Automatic and Versatile 
Publications Ranking
for Research Institutions 
and Scholars

B Y J I E R E N A N D R I C H A R D N .  T A Y L O R

                



humanities and social sciences, where books and
reviews are the prominent publication forms. 

What journals and conferences are considered impor-
tant in the field? This is the key decision of the ranking
process because selecting different journals and confer-
ences may result in significantly different results. None
of the previous rankings included proceedings of con-
ferences or workshops [4, 9]. We feel proceedings from
these meetings are important academic communica-
tion channels, and they are especially relevant for a
rapidly developing field such as computer science, thus
the framework provides support for them. However,
our framework does not impose any restriction on
conference or journal selection. It allows evaluators to
make any decisions based on their own criteria. 

What weight should papers from different journals or

conferences receive? In previous rankings [4, 10], papers
from different journals always receive the same weight.
Since those evaluators only selected the most presti-
gious referred journals for their respective fields, these
decisions are rational. However, different evaluators
might disagree about what are the most prestigious
publication venues. The framework gives evaluators
much freedom in assigning different weights to differ-
ent journals and conferences. They can treat their
selections equally or differently. 

Different answers to these questions can produce
very different rankings, even for the same field, as will
be illustrated in our second validation effort described
here. The purpose of this framework is to provide
mechanisms that support flexible policies. Those
choices are made by an evaluator when conducting a
ranking, not by the framework. When viewing results
of rankings facilitated by this framework, users should
be aware of the choices and carefully inspect them.  

Other noteworthy policy choices are:
What entities to rank? The framework supports

ranking a wide range of entities. It can rank both schol-
ars and institutions, handle both academic and indus-
trial institutions, and cover scholars and institutions
from not only the U.S. but also from other geograph-
ical regions.

How many years of publications should be included in
the ranking? The rankings of [4, 10] selected publica-
tions from the previous five years. While this is a rea-
sonable time range for assessing the current quality of

a scholar or an institution, our framework allows an
evaluator to use any preferred year range.

How should the score be distributed among co-authors
for a multi-author paper? After the score of a paper has
been assigned based on the venue, the ranking in [4]
apportioned the score equally among the authors, and
the ranking in [9] gave each author a little bit more
than a simple equal share of the score to avoid penaliz-
ing a multi-author paper. Our framework supports
both schemes, along with others. 

The biggest difficulty in developing this framework
is the insufficient availability of bibliographic data that
contain the institution with which an author was affil-
iated when the paper was published. While there are
several digital bibliographic services such as DBLP [3],
Computer Science Bibliography [2], and the ACM

Digital Library [1], only INSPEC [6], which is also
used by the IEEE Explore digital library [5], consis-
tently provides the author affiliation information. A
limitation of INSPEC is that it only records the affili-
ation information for the first author, thus manual
editing is necessary for affiliations of all authors. We
chose INSPEC as the source of data when designing
the framework and conducting experiments. 

VALIDATION

To validate our framework, we used it to perform two
rankings. The first ranking assessed U.S. computing
graduate programs. We adopted similar criteria as used
in [4] and reached comparable results. This validated
the hypothesis that our automatic framework can pro-
duce results comparable to those from manual
processes. The second ranking evaluated institutions
and scholars in software engineering. We adopted sim-
ilar criteria as used in the JSS ranking [9], but focused
on different publication venues. Our results were dif-
ferent, illustrating that different policies can produce
disparate results. We will discuss possible reasons for
the differences. 

Ranking of U.S. Computing Graduate Programs.
We used our framework to repeat the ranking of [4],
based on publication data from 1995 to 2003. Other
than the different time range, the only other different
criterion was that we selected a scoring scheme that
gives credit only to the first author, while in [4] the
score was distributed equally among multiple authors.
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issue. Another recommendation is to adopt more
quantitative measures, such as research output and
student output, to address the “soft criteria” issue.

One such quantitative measure for
research output is publications.
Typically, a publication-based
ranking chooses a research field,
selects a group of publication
venues that are considered presti-

gious, representative, and influential for the field,
assigns a score to each paper an institution or an
author has published, and ranks institutions and
authors using sums of the scores. In the computer sci-
ence field, the latest publication-based ranking of dif-
ferent institutions was finished in 1996 by Geist et al.
[4]. They selected 17 archival research journals pub-
lished by ACM or IEEE, giving one point to each
paper appearing in a journal from January 1990 to
May 1995. In the systems and software engineering
field, the Journal of Systems and Software (JSS) has been
publishing an annual publication-based assessment of
scholars and institutions since 1994 [9]. (Henceforth,
this assessment will be referred to as the JSS ranking).
Each year the JSS ranking was based on papers pub-
lished in the previous five years. The rankings used six
journals selected by a 1991 survey of the JSS editorial
board. 

Assessing research institutions and scholars is a
complex social and scientific process. While publica-
tion-based ranking can be used alone, it should prob-
ably serve as one quantitative indicator in a more
comprehensive methodology because an assessment of
institutions solely based on publications does not
effectively reflect other important factors such as stu-
dent quality, research funding, or impact. 

Existing publication-based rankings have several
limitations. One major limitation is the fact they are
usually performed manually. As a result, both the
number of journals considered and the time span over
which the papers are assessed is limited, reducing the
scope of such rankings. Ranking manually may also be
the reason for considering journals exclusively and
neglecting other important sources of academic com-
munication such as conference proceedings. A second
limitation is that reported rankings are limited to spe-
cific fields. Each new research field requires the con-
struction of a new ranking system that manually
repeats the same basic procedure. The previous two
limitations yield a third one, that of inflexible criteria.
For example, both rankings noted here made different
decisions about what journals were included and how
each paper was scored. While the decisions were orig-

inally made for legitimate reasons, the criteria cannot
be altered without repeating the entire labor-intensive
process. These limitations hinder the applicability of
publication-based ranking. 

ACCOMMODATING FLEXIBLE POLICIES

To overcome these limitations, we developed a frame-
work that facilitates automatic and versatile publica-
tion-based ranking. It utilizes electronic bibliographic
data to process a broader range of journals and confer-
ences spanning periods longer than those previously
used. This framework can accommodate many policy
choices. 

The contribution of this framework is not to pro-
vide yet another ranking result or methodology.
Instead, we enhance traditional publication-based
ranking by supplying a policy-neutral automatic
mechanism that can be utilized with various choices.
When combined with well-designed criteria, this
framework can provide results comparable to those
produced by manual processes, with reduced cost and
wider applicability. Such results can be used as an addi-
tional data point in a more comprehensive assessment.
However, it is the evaluator who decides whether to
adopt a publication-based ranking scheme and, if so,
how to conduct such a ranking with the framework. 

The general steps in a publication-based ranking
are: 

1. Choose a field; 
2. Select representative publication venues for the

field and, optionally, assign a weight to each
venue; 

3. Set the time range for consideration; 
4. Assign a score to each published paper, possibly

biased by the venue’s weight;
5. Divide the score among multiple authors if the

paper has more than one author; 
6. Sum the scores for each scholar and each institu-

tion; and finally,
7. Rank the scholars and institutions based on sums

of their scores. 

The most important policy decisions involved in this
process are the following:

What field to rank? The field can be the whole field,
such as all of computer science, or it can be a subfield,
like systems and software engineering, as in [4] and [9],
respectively. Our framework supports both choices.
Any science and engineering discipline can be ranked
by the framework, as long as journal and conference
publications are considered an effective assessment of
scholarship in that field and bibliographic data for the
field is available. This framework does not apply well to

When combined with well-designed criteria, this framework 
can provide results comparable to those produced by manual

processes, with reduced cost and wider applicability. 
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ation information for the first author, thus manual
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chose INSPEC as the source of data when designing
the framework and conducting experiments. 
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To validate our framework, we used it to perform two
rankings. The first ranking assessed U.S. computing
graduate programs. We adopted similar criteria as used
in [4] and reached comparable results. This validated
the hypothesis that our automatic framework can pro-
duce results comparable to those from manual
processes. The second ranking evaluated institutions
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ilar criteria as used in the JSS ranking [9], but focused
on different publication venues. Our results were dif-
ferent, illustrating that different policies can produce
disparate results. We will discuss possible reasons for
the differences. 
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We used our framework to repeat the ranking of [4],
based on publication data from 1995 to 2003. Other
than the different time range, the only other different
criterion was that we selected a scoring scheme that
gives credit only to the first author, while in [4] the
score was distributed equally among multiple authors.

COMMUNICATIONS OF THE ACM June  2007/Vol. 50, No. 6 8382 June  2007/Vol. 50, No. 6 COMMUNICATIONS OF THE ACM

issue. Another recommendation is to adopt more
quantitative measures, such as research output and
student output, to address the “soft criteria” issue.

One such quantitative measure for
research output is publications.
Typically, a publication-based
ranking chooses a research field,
selects a group of publication
venues that are considered presti-

gious, representative, and influential for the field,
assigns a score to each paper an institution or an
author has published, and ranks institutions and
authors using sums of the scores. In the computer sci-
ence field, the latest publication-based ranking of dif-
ferent institutions was finished in 1996 by Geist et al.
[4]. They selected 17 archival research journals pub-
lished by ACM or IEEE, giving one point to each
paper appearing in a journal from January 1990 to
May 1995. In the systems and software engineering
field, the Journal of Systems and Software (JSS) has been
publishing an annual publication-based assessment of
scholars and institutions since 1994 [9]. (Henceforth,
this assessment will be referred to as the JSS ranking).
Each year the JSS ranking was based on papers pub-
lished in the previous five years. The rankings used six
journals selected by a 1991 survey of the JSS editorial
board. 

Assessing research institutions and scholars is a
complex social and scientific process. While publica-
tion-based ranking can be used alone, it should prob-
ably serve as one quantitative indicator in a more
comprehensive methodology because an assessment of
institutions solely based on publications does not
effectively reflect other important factors such as stu-
dent quality, research funding, or impact. 

Existing publication-based rankings have several
limitations. One major limitation is the fact they are
usually performed manually. As a result, both the
number of journals considered and the time span over
which the papers are assessed is limited, reducing the
scope of such rankings. Ranking manually may also be
the reason for considering journals exclusively and
neglecting other important sources of academic com-
munication such as conference proceedings. A second
limitation is that reported rankings are limited to spe-
cific fields. Each new research field requires the con-
struction of a new ranking system that manually
repeats the same basic procedure. The previous two
limitations yield a third one, that of inflexible criteria.
For example, both rankings noted here made different
decisions about what journals were included and how
each paper was scored. While the decisions were orig-

inally made for legitimate reasons, the criteria cannot
be altered without repeating the entire labor-intensive
process. These limitations hinder the applicability of
publication-based ranking. 

ACCOMMODATING FLEXIBLE POLICIES

To overcome these limitations, we developed a frame-
work that facilitates automatic and versatile publica-
tion-based ranking. It utilizes electronic bibliographic
data to process a broader range of journals and confer-
ences spanning periods longer than those previously
used. This framework can accommodate many policy
choices. 

The contribution of this framework is not to pro-
vide yet another ranking result or methodology.
Instead, we enhance traditional publication-based
ranking by supplying a policy-neutral automatic
mechanism that can be utilized with various choices.
When combined with well-designed criteria, this
framework can provide results comparable to those
produced by manual processes, with reduced cost and
wider applicability. Such results can be used as an addi-
tional data point in a more comprehensive assessment.
However, it is the evaluator who decides whether to
adopt a publication-based ranking scheme and, if so,
how to conduct such a ranking with the framework. 

The general steps in a publication-based ranking
are: 

1. Choose a field; 
2. Select representative publication venues for the

field and, optionally, assign a weight to each
venue; 

3. Set the time range for consideration; 
4. Assign a score to each published paper, possibly

biased by the venue’s weight;
5. Divide the score among multiple authors if the

paper has more than one author; 
6. Sum the scores for each scholar and each institu-

tion; and finally,
7. Rank the scholars and institutions based on sums

of their scores. 

The most important policy decisions involved in this
process are the following:

What field to rank? The field can be the whole field,
such as all of computer science, or it can be a subfield,
like systems and software engineering, as in [4] and [9],
respectively. Our framework supports both choices.
Any science and engineering discipline can be ranked
by the framework, as long as journal and conference
publications are considered an effective assessment of
scholarship in that field and bibliographic data for the
field is available. This framework does not apply well to

When combined with well-designed criteria, this framework 
can provide results comparable to those produced by manual

processes, with reduced cost and wider applicability. 



port this scheme, we manually
edited the bibliographic data to
include affiliation information for
multiple authors. Based on data
from 2000 to 2004, the resulting top
50 institutions and scholars are listed
in Table 2 and Table 3, respectively.
The first column in each table is the
rank from our ranking. The second
column in each table is the rank
reported in the JSS ranking, if it can
be found in [9].

As can be seen from Table 2 and
Table 3, most of the top scholars
and institutions are U.S.-based, but
a significant number of them come
from Europe. Thus, we believe the
ranking is representative of the
entire field, not just U.S.-centric.
This is expected given the interna-
tional nature of the conferences and
journals. 

Reasons for the difference. Our
ranking is significantly different
from the JSS ranking. The second
column in Table 2 shows that only
two of the top 15 institutions from
the JSS ranking are among the top
15 of our ranking. The second col-
umn in Table 3 shows that only two
of the top 15 scholars from the JSS
ranking are among the top 15 of our
ranking. 

Two policy disparities probably
contribute to the difference. First,
we included two conferences in our
ranking that the JSS ranking did not
consider. Secondly, our ranking and
the JSS ranking selected different
journals and these journals con-
tributed scores differently. The JSS
ranking heavily relies on papers
published in itself and the journal
Information and Software Technol-
ogy. It also includes a magazine, IEEE Software. The JSS
ranking receives almost no influence from ACM Trans-
actions on Software Engineering and Methodology. This
study illustrates that the framework can produce dra-
matically different results when used with different poli-
cies, even for the same field. 

CONCLUSION

Rankings based on publications can supply useful data
in a comprehensive assessment process [4, 8]. We have

provided an automatic and versa-
tile framework to support such
rankings for research institutions
and scholars. While producing
comparable results as those from
manual processes, this framework
can save labor for evaluators and
allow for more flexible policy
choices. However, the results pro-
duced must be viewed within the
context of the adopted policy
choices. 

The current ranking frame-
work has some limitations, such
as not differentially weighting
papers from the same venue and
relying on English bibliographic
data. Additional improvements
are also possible, such as using
citations as additional quality
assessments and incorporating
complete author affiliation infor-
mation automatically. 

The framework and data used
in this article can be downloaded
from  www.isr.uci.edu/projects/
ranking/.
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We adopted this policy because
INSPEC bibliographic data
only records the affiliation of the

first author and we decided not to perform manual
editing for this ranking. The resulting top 50 U.S.
computing graduate programs are listed in Table 1.
The first column is the rank from our ranking. The
second column is the rank reported in [4]. Overall, the
two rankings largely agree with each other. The differ-
ence between the two ranks of each program is within
five for 21 programs. This confirms the plausibility of
our framework. However, our ranking is performed
automatically. 

Ranking in Software Engi-
neering. We also ranked the soft-
ware engineering field. We chose
two journals and two conferences
that are generally considered the most prestigious in the
field: ACM Transactions on Software Engineering and
Methodology, IEEE Transactions on Software Engineer-
ing, the International Conference on Software Engi-
neering, and the ACM SIGSOFT International
Symposium on the Foundations of Software Engineer-
ing. We gave each paper the same score of one point.
To compare with the JSS ranking [9], we adopted the
score distribution scheme used in that ranking. To sup-
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Ren table 1 (6/07)

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
14
16
16
18
19
20
21
22
22
24
24
26
26
26
29
30
31
31
31
34
34
34
37
38
38
38
41
42
42
42
45
45
47
47
49
50

[4] 

2
1
6

19
7
3
4
5

10
11
26
12
30
9

15
21
13
32
20
16
8

31
22
14
34
18
27
37
50
29
93
17
51
65
25
24
43
40
38
68
56
63
51
87
53
69
71
41
36
23

Score

87
79
78
73
70
64
63
61
59
47
46
45
44
43
43
40
40
39
38
36
35
31
31
29
29
28
28
28
27
26
25
25
25
24
24
24
23
21
21
21
20
19
19
19
18
18
17
17
16
16

University

Massachusetts Institute of Technology
University of Maryland, College Park
Carnegie Mellon University
Georgia Institute of Technology
Stanford University
University of Illinois, Urbana-Champaign
University of Michigan, Ann Arbor
University of Texas, Austin
Purdue University
University of California, Berkeley
University of California, San Diego
University of Massachusetts, Amherst
Rutgers University, New Brunswick
University of Southern California
University of Washington, Seattle
Cornell University
University of California, Santa Barbara
Michigan State University
University of California, Irvine
University of Minnesota, Minneapolis
University of Wisconsin, Madison
Columbia University
Princeton University
Ohio State University
University of Florida, Gainesville
Pennsylvania State University
Texas A&M University
University of Pennsylvania
University of Texas, Dallas
State University of New York, Stony Brook
Oregon State University
University of California, Los Angeles
University of Virginia
California Institute of Technology
University of Arizona
University of Illinois, Chicago
State University of New York, Buffalo
Louisiana State University
Rice University
Washington University in St. Louis
Harvard University
Southern Methodist University
University of Iowa
University of South Florida, Tampa
Boston University
Rensselaer Polytechnic Institute
North Carolina State University
University of California, Davis
University of Colorado, Boulder
New York University

Table 1. Top 50 U.S.
computing graduate
programs.

Ren table 2 (6/07)

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

50

[9] 

3
7

5

14

12

Score

25.29
23.90
20.50
17.60
15.89
14.89
14.19
13.80
13.70
13.59
11.90
11.70
11.50
10.80
10.70
9.60
9.39
9.27
9.19
9.19
9.19
9.00
8.30
8.19
7.69
7.60
6.90
6.80
6.60
6.50
6.50
6.30
6.29
6.20
6.20
6.10
5.90
5.80
5.80
5.50
5.40
5.30
5.20
5.19
5.19
5.09
5.09
5.00
5.00

5.00

Institution

Massachusetts Institute of Technology
Carnegie Mellon University
Georgia Institute of Technology
University of Maryland, College Park
Oregon State University
University of California, Irvine
University of British Columbia, Canada
Politecnico di Milano, Italy
University of Texas, Austin
IBM Thomas J. Watson Research Center
University of Waterloo, Canada
University of Massachusetts, Amherst
Imperial College London, UK
University College London, UK
Carleton University, Canada
University of Paderborn
Purdue University
Stanford University
Kansas State University
Katholieke Universiteit Leuven, Belgium
Michigan State University
University of Pittsburgh
University of Colorado, Boulder
University of Texas, Dallas
University of Washington, Seattle
University of Toronto, Canada
Ohio State University
University of Southern California
University of Karlsruhe, Germany
Osaka University, Japan
University of California, Davis
Fraunhofer-IESE, Germany
University of Virginia
Simula Research Lab, Norway
Washington University in St. Louis
Hong Kong Polytechnic University, China
Brown University
University of Illinois, Urbana-Champaign
University of Strathclyde, UK
NASA Ames Research Center
University of Bologna, Italy
University of California, San Diego
Avaya Labs Research
Northeastern University
West Virginia University
Case Western Reserve University
Rutgers University, New Brunswick/Piscataway
Bell Lab, Naperville
Institute for Information Technology at National 
Research Council, Canada
National University of Singapore, Singapore

Table 2. Top 50 
software engineering

institutions. Ren table 3 (6/07)- 13.62 picas

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

[9] 

5

2

11

Score

7.00
7.00
5.60
5.00
4.40
4.40
4.30
4.20
4.09
4.00
3.80
3.80
3.60
3.50
3.40
3.30
3.30
3.20
3.00
2.90
2.90
2.90
2.90
2.90
2.80
2.80
2.80
2.70
2.70
2.70
2.70
2.59
2.59
2.59
2.50
2.50
2.40
2.40
2.40
2.29
2.29
2.20
2.20
2.20
2.20
2.20
2.20
2.20
2.19
2.10

Scholar
(Last Name First Initial)

Harrold, M. 
Rothermel, G.
Murphy, G.
Briand, L.
Ernst, M.
Jackson, D.
Kramer, J.
Uchitel, S.
Mockus, A.
Egyed, A.
Magee, J.
van Lamsweerde, A.
El Emam, K.
Emmerich, W.
Chechik, M.
Batory, D.
Inverardi, P.
Devanbu, P.
Herbsleb, J.
Clarke, L.
Jorgensen, M.
Robillard, M.
Soffa, M.
Sullivan,  K.
Letier, E.
Stirewalt, R.
van der Hoek, A.
Bertolino, A.
Dwyer, M.
Krishnamurthi, S.
Tonella,  P.
Basili, V.
Kitchenham, B.
Taylor, R.
Memon, A.
Michail, A.
Dingel, J.
Notkin, D.
Walker, R.
Orso, A.
Roper, M.
Griswold, W.
Kemmerer, R.
Leveson, N.
Padberg, F.
Roman, G-C.
Sinha, S.
Tian, J.
Engler, D.
Elbaum, S.

Table 3. Top 50 software
engineering scholars.



port this scheme, we manually
edited the bibliographic data to
include affiliation information for
multiple authors. Based on data
from 2000 to 2004, the resulting top
50 institutions and scholars are listed
in Table 2 and Table 3, respectively.
The first column in each table is the
rank from our ranking. The second
column in each table is the rank
reported in the JSS ranking, if it can
be found in [9].

As can be seen from Table 2 and
Table 3, most of the top scholars
and institutions are U.S.-based, but
a significant number of them come
from Europe. Thus, we believe the
ranking is representative of the
entire field, not just U.S.-centric.
This is expected given the interna-
tional nature of the conferences and
journals. 

Reasons for the difference. Our
ranking is significantly different
from the JSS ranking. The second
column in Table 2 shows that only
two of the top 15 institutions from
the JSS ranking are among the top
15 of our ranking. The second col-
umn in Table 3 shows that only two
of the top 15 scholars from the JSS
ranking are among the top 15 of our
ranking. 

Two policy disparities probably
contribute to the difference. First,
we included two conferences in our
ranking that the JSS ranking did not
consider. Secondly, our ranking and
the JSS ranking selected different
journals and these journals con-
tributed scores differently. The JSS
ranking heavily relies on papers
published in itself and the journal
Information and Software Technol-
ogy. It also includes a magazine, IEEE Software. The JSS
ranking receives almost no influence from ACM Trans-
actions on Software Engineering and Methodology. This
study illustrates that the framework can produce dra-
matically different results when used with different poli-
cies, even for the same field. 

CONCLUSION

Rankings based on publications can supply useful data
in a comprehensive assessment process [4, 8]. We have

provided an automatic and versa-
tile framework to support such
rankings for research institutions
and scholars. While producing
comparable results as those from
manual processes, this framework
can save labor for evaluators and
allow for more flexible policy
choices. However, the results pro-
duced must be viewed within the
context of the adopted policy
choices. 

The current ranking frame-
work has some limitations, such
as not differentially weighting
papers from the same venue and
relying on English bibliographic
data. Additional improvements
are also possible, such as using
citations as additional quality
assessments and incorporating
complete author affiliation infor-
mation automatically. 

The framework and data used
in this article can be downloaded
from  www.isr.uci.edu/projects/
ranking/.
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We adopted this policy because
INSPEC bibliographic data
only records the affiliation of the

first author and we decided not to perform manual
editing for this ranking. The resulting top 50 U.S.
computing graduate programs are listed in Table 1.
The first column is the rank from our ranking. The
second column is the rank reported in [4]. Overall, the
two rankings largely agree with each other. The differ-
ence between the two ranks of each program is within
five for 21 programs. This confirms the plausibility of
our framework. However, our ranking is performed
automatically. 

Ranking in Software Engi-
neering. We also ranked the soft-
ware engineering field. We chose
two journals and two conferences
that are generally considered the most prestigious in the
field: ACM Transactions on Software Engineering and
Methodology, IEEE Transactions on Software Engineer-
ing, the International Conference on Software Engi-
neering, and the ACM SIGSOFT International
Symposium on the Foundations of Software Engineer-
ing. We gave each paper the same score of one point.
To compare with the JSS ranking [9], we adopted the
score distribution scheme used in that ranking. To sup-
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Ren table 1 (6/07)

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
14
16
16
18
19
20
21
22
22
24
24
26
26
26
29
30
31
31
31
34
34
34
37
38
38
38
41
42
42
42
45
45
47
47
49
50

[4] 

2
1
6

19
7
3
4
5

10
11
26
12
30
9

15
21
13
32
20
16
8

31
22
14
34
18
27
37
50
29
93
17
51
65
25
24
43
40
38
68
56
63
51
87
53
69
71
41
36
23

Score

87
79
78
73
70
64
63
61
59
47
46
45
44
43
43
40
40
39
38
36
35
31
31
29
29
28
28
28
27
26
25
25
25
24
24
24
23
21
21
21
20
19
19
19
18
18
17
17
16
16

University

Massachusetts Institute of Technology
University of Maryland, College Park
Carnegie Mellon University
Georgia Institute of Technology
Stanford University
University of Illinois, Urbana-Champaign
University of Michigan, Ann Arbor
University of Texas, Austin
Purdue University
University of California, Berkeley
University of California, San Diego
University of Massachusetts, Amherst
Rutgers University, New Brunswick
University of Southern California
University of Washington, Seattle
Cornell University
University of California, Santa Barbara
Michigan State University
University of California, Irvine
University of Minnesota, Minneapolis
University of Wisconsin, Madison
Columbia University
Princeton University
Ohio State University
University of Florida, Gainesville
Pennsylvania State University
Texas A&M University
University of Pennsylvania
University of Texas, Dallas
State University of New York, Stony Brook
Oregon State University
University of California, Los Angeles
University of Virginia
California Institute of Technology
University of Arizona
University of Illinois, Chicago
State University of New York, Buffalo
Louisiana State University
Rice University
Washington University in St. Louis
Harvard University
Southern Methodist University
University of Iowa
University of South Florida, Tampa
Boston University
Rensselaer Polytechnic Institute
North Carolina State University
University of California, Davis
University of Colorado, Boulder
New York University

Table 1. Top 50 U.S.
computing graduate
programs.

Ren table 2 (6/07)

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

50

[9] 

3
7

5

14

12

Score

25.29
23.90
20.50
17.60
15.89
14.89
14.19
13.80
13.70
13.59
11.90
11.70
11.50
10.80
10.70
9.60
9.39
9.27
9.19
9.19
9.19
9.00
8.30
8.19
7.69
7.60
6.90
6.80
6.60
6.50
6.50
6.30
6.29
6.20
6.20
6.10
5.90
5.80
5.80
5.50
5.40
5.30
5.20
5.19
5.19
5.09
5.09
5.00
5.00

5.00

Institution

Massachusetts Institute of Technology
Carnegie Mellon University
Georgia Institute of Technology
University of Maryland, College Park
Oregon State University
University of California, Irvine
University of British Columbia, Canada
Politecnico di Milano, Italy
University of Texas, Austin
IBM Thomas J. Watson Research Center
University of Waterloo, Canada
University of Massachusetts, Amherst
Imperial College London, UK
University College London, UK
Carleton University, Canada
University of Paderborn
Purdue University
Stanford University
Kansas State University
Katholieke Universiteit Leuven, Belgium
Michigan State University
University of Pittsburgh
University of Colorado, Boulder
University of Texas, Dallas
University of Washington, Seattle
University of Toronto, Canada
Ohio State University
University of Southern California
University of Karlsruhe, Germany
Osaka University, Japan
University of California, Davis
Fraunhofer-IESE, Germany
University of Virginia
Simula Research Lab, Norway
Washington University in St. Louis
Hong Kong Polytechnic University, China
Brown University
University of Illinois, Urbana-Champaign
University of Strathclyde, UK
NASA Ames Research Center
University of Bologna, Italy
University of California, San Diego
Avaya Labs Research
Northeastern University
West Virginia University
Case Western Reserve University
Rutgers University, New Brunswick/Piscataway
Bell Lab, Naperville
Institute for Information Technology at National 
Research Council, Canada
National University of Singapore, Singapore

Table 2. Top 50 
software engineering

institutions. Ren table 3 (6/07)- 13.62 picas

#

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

[9] 

5

2

11

Score

7.00
7.00
5.60
5.00
4.40
4.40
4.30
4.20
4.09
4.00
3.80
3.80
3.60
3.50
3.40
3.30
3.30
3.20
3.00
2.90
2.90
2.90
2.90
2.90
2.80
2.80
2.80
2.70
2.70
2.70
2.70
2.59
2.59
2.59
2.50
2.50
2.40
2.40
2.40
2.29
2.29
2.20
2.20
2.20
2.20
2.20
2.20
2.20
2.19
2.10

Scholar
(Last Name First Initial)

Harrold, M. 
Rothermel, G.
Murphy, G.
Briand, L.
Ernst, M.
Jackson, D.
Kramer, J.
Uchitel, S.
Mockus, A.
Egyed, A.
Magee, J.
van Lamsweerde, A.
El Emam, K.
Emmerich, W.
Chechik, M.
Batory, D.
Inverardi, P.
Devanbu, P.
Herbsleb, J.
Clarke, L.
Jorgensen, M.
Robillard, M.
Soffa, M.
Sullivan,  K.
Letier, E.
Stirewalt, R.
van der Hoek, A.
Bertolino, A.
Dwyer, M.
Krishnamurthi, S.
Tonella,  P.
Basili, V.
Kitchenham, B.
Taylor, R.
Memon, A.
Michail, A.
Dingel, J.
Notkin, D.
Walker, R.
Orso, A.
Roper, M.
Griswold, W.
Kemmerer, R.
Leveson, N.
Padberg, F.
Roman, G-C.
Sinha, S.
Tian, J.
Engler, D.
Elbaum, S.

Table 3. Top 50 software
engineering scholars.


