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Problem Set #2 Solutions

e Textbook: Ch. 3: 27, 37, 45, 59.

3.27 (a) Assume z > t, otherwise Fx(z|X > t) = 0. Then

Fx(z|X >t) = P[H{X <z}n{X >t}]/P[X > 1]
= Plt<X <a]/(1- P[X <{])
= (Fx(z)— Fx(t)/(1 — Fx(?))
— (e—/\t _ e—/\z)/e—/\t
= 1—¢ Mz t)

which is just a shifted version of Fx(z). The plot for Fx (z|X > t) is given below, on the left.
(b) For z > t,

fx(@lX > 1) = %Fx(w|X>t)

— )\e—)\(z—t) )

This is plotted below on the right.
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t t x
()
PX>t+z|X >t = 1—-Fx(t+z|X >1t)
— 1 _ (1 _ e—)\(w-l—t—t))
= 1-(1—e
= 1- Fx(.T)
= P[X > 7]

The probability of waiting an additional z seconds doesn’t depend on the previous waiting
time ¢. It is the same as when one begins to wait. The system, therefore, has no memory of
the previous waiting; hence this is called the memoryless property.



3.37 N is a Poisson random variable with probability mass function py (k) = A\¥e=*/k!, with
A =15.

(a) pn(0) = e 15 =3.06 x 107 7.

(b) PIN>10]=1—-P[N <10] =1-32opn(k) =1 —e (1 + 154+ 152/2 + 153 /3! +--- +
1519/10!) =~ 0.8815.

3.45 Plerror|v = —1] = P[Y > 0l = —1] = P[-14+N > 0] = P[N > 1] = [* e /%dz =
Q(1) = 0.159 from Table 3.3. Plerrorjv = 1] = P[Y <0jv =1] = P[1+ N < 0] = P|[N <
~1]=1-Q(-1) = Q(1) = 0.159.

3.59 (a) If y <0, P[Y <y] =0. Ify > 0, P[Y <y] = Ple* <y]=P[X <Iny] = Fx(Iny),
therefore,

_J0 y<0
Fr(y) = { Fx(lny) y>0

For y > 0, fy(y) = &£ Fr(y) = Fy(Iny)g Iny = fx(Iny)/y.
(b) If X is a Gaussian random variable, then

0 y <0
= —(lny—m)2 /202
fr(y) e a ;ﬁ ;yw >0

Supplementary:

1 There is only one discrete point, X = 0, and this point has probability 1/4. It follows
that X is a mixture of two random variables, X; and X9, where X1 has a probability of one
at the point zero and X5 has the given exponential density. That is,

A= S,
and
Fy(z) = { (}Oxe_ydy =1—¢e% iii ;8
Now,
F@) = (3) Bie) + (3) Pato)
Hence,

P(X >10) = 1—P(X <10)



2 Let g(X) denote the retailer’s daily profit in dollars. Then,

5X, 0<z<1
g(X)_{ 5+8X—1), 1<z<2
The expected profit for each day is then
o
B0 = [ g(o)f(@)da
1 3 2
= / 5z (—ﬁ) dz+ | (8 —3) (—ﬁ) dzx
0 8 1 8
_ 15 a3 4 3y 30
39 [z ]0+4 [=°]1 8[33 I1
= 9.09
3 The pdf of X is shown in the following figure.
fx(z) 1
—1/a 1/a

(a) Using [°% fx(z)dz =1, we obtain a = 1. We also have:

E(X)=0
and,
ox = /E(X2) =/1/6
(b)

E(Y) = E(b|X]) = b[/ol(—-’lf)fX(il7)d$ + /01 zfx(z)dz] = 2[)/01 z(l —z)dx = g

and, similarly,
2

1
E(Y?) = 2b2/ *(1 — z)dz = %
0

This results in oy = /[E(Y?)] — [E(Y)]? = /b?/18.

(c) For the case of half wave rectifier, the output is a mixed-type random variable (note
that all the negative values of X are mapped to zero, i.e., the output is equal to zero with
probability 1/2). We therefore have

E(Y)=(0x1/2)+ /01 bz(1 — z)dx = g

3



and 1 i
E(Y?) = (0" x 1/2) +/ v’z%(1 — z)dz = i’_2
0

This results in oy = /[E(Y?)] — [E(Y)]? = /b?/18.

4 By Chebyshev inequality, we have P(|X —m| > a) < 02/a%. This results in 1—P(|X —m| <
a) < 0?/a?, and therefore P(|X —m| < a) > 1 — (02?/a?). The bound is nontrivial for a > o.

5(a) EY)=),P(X —mz)loggm 4% logy 8+ 3logy2 =3/2+1/2=2.

(b) Let X be the number of flashes during (0,), and let A be the event that the repeater is
still functioning after ¢ seconds. Then

PA) = (A|X = k)P(X = k)

>
2

VY z P/\t _ g MepAt _ —(1-p)AE



